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Abstract: Breaking news information about the stock market is gathered from numerous finance websites. Internet portals offer free 

financial information about businesses. The impact of significant financial reforms, the environment, natural disasters, and news events 

on the stock market is minimal. The online financial platform generates many time series data. Additionally, we include data from the 

USD, CNY, Gold, and Oil unrelated to the stock share but relevant. With the use of various machine learning algorithms, market reforms 

are projected. Those datasets are collected from yahoo finance and investing.com, along with other stock market aspects. These models 

are trained to utilize an extended dataset, including open price, close price, low price, high price, and volume, from Bank Central Asia’s 

stock price. The Ensemble Transformer LSTM (ET-LSTM) and Ensemble Transformer GRU (ET-GRU) architecture forecast the stock 

price for the following day. The data set is improved using a variety of deep learning approaches to get more accurate findings. Both 

suggested approaches use ensemble architecture to deliver 9% of MAPE. Market movements are perfectly aligned in terms of high and 

low stock prices. Algorithms for high-frequency trading can further enhance the outcomes.  
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1. Introduction 

Along with advances in technology, it is easier for the general 

public to be moved to invest as early as possible. One of the 

popular investments made is stock trading. The role of artificial 

intelligence is needed in the decision-making process to make it 

easier for ordinary people to trade stocks [1]. Because it can be 

challenging to know when and how to allocate budgets, investors 

have utilized technical and quantitative approaches to estimate 

asset price movement. These techniques involve seeing a 

valuable pattern in market data and figuring out when to invest. 

 

Companies may also benefit from stock price predictions in 

addition to stock traders [2]. Making forecasts about stock prices 

can therefore serve as an indirect predictor of the firm's future 

health since stock prices can serve as a proxy for the state of the 

company. A company's decision-makers can prepare for 

upcoming business issues by forecasting stock movements. The 

financial news offers crucial details to buy and sell a specific 

company's shares [3]. Investors and traders make decisions based 

on the dynamic shift in news about a company. This study 

modifies the deep learning architecture to anticipate stock market 

closing values. The data is gathered from reputable sources like 

Google News and Yahoo Finance [4]. Budget announcements, 

demonetization, as well as unexpected occurrences like terrorist 

attacks and natural catastrophes, have a significant impact on the 

stock market. It's quite uncommon to predict stock prices with the 

requisite 100% accuracy. 

 

For predicting the stock market, linear models like AR, ARMA, 

and ARIMA have been utilized [5]. These models are only 

effective for a specific time series of data; hence they are not 

effective for other time series of data. Stock market forecasting 

involves a greater degree of risk than other industries because of 

the stock market's ambiguous and unpredictable character. It is 

among the most significant causes of the difficulty in making 

accurate stock market predictions. This is where deep learning 

models for financial forecasting come into play [6]. When given a 

number or quantity that is nearly but not quite accurate, deep 

learning models can learn from their mistakes and become more 

efficient. The following traits make the practical application of 

deep learning to forecasting problems particularly successful: 

Even if the data set is exceedingly complex, they can still 

investigate the relationship between input and output. Even if 

new test samples were not used during network training, they can 

nevertheless recognize them. 

 

The ability to anticipate the price of stocks based on their 

previous day's price is not well studied.  The proposed algorithm 

significantly outperforms prediction-based techniques based on 

supervised learning theories like logistic regression, Gaussian 

Discriminant Analysis (GDA), quadratic discriminant analysis 

(QDA), and SVM [7], according to an experimental study using 

real-time data from the IDX Stock Exchange. On the plus side, 

the rarity of studies lends this one an air of novelty and gives 

other researchers a chance to fill in the blanks[8]. 
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The performance of prediction algorithm strategies is impacted 

by dataset properties [9]. This paper is organized into five 

sections. Section 2 is related works of previous research that has 

been done by using machine learning algorithm. Section 3, focus 

on develop proposed method, dataset description, technical 

indicators, and feature extraction. Section 4 explain about 

experiment results and analysis model. Lastly, conclude and 

future work present the paper in section 5. 

2. Related Works 

The use of neural networks in stock market prediction has been 

the subject of extensive research in the past. In order to study the 

momentum impact, Takeuchi & Lee made predictions about 

which stocks would have better or lower monthly returns. The 

feed-forward neural network classifier uses an auto-encoder with 

stacked RBMs to extract features from stock prices [10]. The 

number of hidden units is drastically decreased to provide 

dimensionality reduction in the encoder's final layer. Before 

training, the dataset is split up into smaller mini bunches. The 

RBMs are unrolled using them to create an encoder-decoder [11]. 

The back propagation algorithm supports it.  

 

According to Feiyu Wang research, some S&P 500 equities will 

outperform the market on any given day. The design consists of 

an MLP and a 3-layer Deep Belief Network [12]. Back-

propagation is used to pre-train and fine-tune the DBN module. 

The Z-score for each time period is used to normalize the 

characteristics. The number of neurons, layers, and regularization 

parameters are all determined using the validation data. The 

model outperforms regularized logistic regression and MLP. A 

deep learning model is trained by Liang et al. to forecast German 

stock returns [13]. A parametric forecasting model for Value-at-

Risk or VaR based on the normal inverse Gaussian distribution 

(Hereinafter NIG-DCS-VaR), which daily VaR forecast can be 

creative incorporates intraday information [14]. 

 

Sharang and Rao use a Deep Belief Network (DBN) made up of 

two stacked RBMs to trade a portfolio of US Treasury note 

futures. Three separate classifiers—regularized logistic 

regression, support vector machines, and a neural network with 

two hidden layers—use the DBN's hidden characteristics as input. 

An approach called contrastive divergence is used to train DBN. 

Using PCA, the portfolio is built to be unaffected by the first 

principal component. In comparison to a random predictor, the 

results are 5–10% more accurate. To forecast daily S&P 500 

movements, structured information collected from headlines is 

used [15]. Using Open IE, headlines are processed to produce 

structured event representations of actor, action, object, and time. 

Short-term and long-term consequences of events are combined 

using CNN (Convolutional Neural Network). Results of 

organized events produce more accurate stock market prediction 

features than words [16].  

 

For 43 commodities and currency futures, Price-based 

classification models employ a deep neural network to forecast 

the direction of the price change over the next 5 minutes [17]. 

They employ traditional backpropagation with stochastic gradient 

descent to represent lagged price differences and co-movements 

between contracts with 9896 neurons in their input layer. Overall 

accuracy for three-class classification is 42%. The oscillation box 

hypothesis predicts that a stock's price will change over the 

course of a specific series. Oscillation box theory is used by 

DBNs to make trade decisions [18]. When a stock price leaves a 

range, it goes into a new box. Stacked RBMs plus a final back-

propagation layer combine to create a DBM. Each layer is 

unsupervised trained from low to high using Block Gibbs 

sampling. They then refine the entire model by supervising the 

training of the back-propagation layer [19]. 

 

Using news stories, text-based classification models forecast bank 

trouble. To minimize dimensionality, semantic pre-training is 

done using neural networks. The classification function of the 

second neural network. According to feed-forward topology, 

once the learning of connection weights is finished, the middle 

projection layer supplies the semantic vectors. The input layer for 

banks is made up of 716 thousand sentences that were taken from 

Reuters News articles that were written during and after the 

crisis. An individual Usefulness metric provides a classification 

model [20]. 

 

The open, high, low, and close prices are used to measure the 

daily volatility of the S&P 500. A single LSTM (Long Short-

Term Memory) block makes up a single LSTM hidden layer. 

Using mean absolute percent error (MAPE) as the objective loss 

function, the "Adam" approach is applied to batches of 32 

samples. The LSTM approach performs better than the GARCH 

[21], Ridge, and LASSO approaches [22]. Big Data refers to 

technological advancements that enable the storage of significant 

amounts of both structured and unstructured data. The country's 

economy is reliant on a wide range of sales and financial 

outcomes [23]. Another research has been conducted based on 

human attention mechanism including the dual-stage two-phase 

(DSTP) model and the influence mechanism of target information 

and non-target information, the experimental results demonstrate 

that the present work can be successfully used to develop expert 

or intelligent systems for a wide range of applications [24]. 

 

Several recent studies have used neural network methods to 

predict stock prices. New research, such as that conducted by Lu 

[25] and Kamara [26], utilizes a combination of Convolutional 

Neural Networks (CNN) with Recurrent Neural Networks 

(RNN), and Attention Mechanism. However, these two pieces of 

research are still focused on model development. They have not 

yet reached the development of data varieties. Therefore, it is 

essential to adopt Dai's innovation [27] by adding features of 

external commodity price movements such as exchange rates, 

gold prices, and crude oil prices. So, it is necessary to develop 

CNN, RNN, and Attention Mechanism models using a combined 

dataset between stock prices and other related commodities. 

 

Some models fared well in terms of having strong prediction 

accuracy in financial time series data. There is still room for 

development, though. First, because the Deep Neural Network 

(DNN) model is fully connected, one of its main flaws is that it is 

unable to identify any underlying patterns in the feature space. 

Second, the training phase of DNN encounters the disappearing 

and exploding gradient problem. In this study, we investigate 

whether stock price time series can contain traits that can be used 

to accurately forecast future returns. Even skilled investors find it 

challenging to anticipate stock returns using publicly accessible 

data because of the large level of noise in stock price movements, 

even though deep learning research takes tasks that are simple for 

humans to complete into account. Any patterns that do exist are 

additionally susceptible to alteration as traders strive for profits 

and gain experience over time. 
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3. Method 

3.1. Ensemble Learning 

Ensemble learning is a machine learning method that combines 

multiple models to produce better predictive results. Three 

ensemble methods will be used in this research: Bagging, 

Stacking, and Boosting. 

Fig. 2. Bagging Ensemble by combining multiple models to multiple 

subsets of  training dataset to make final predictions [28]. 

The concept of bagging is that each model learns from error using 

different subsets of the training dataset, as shown in Fig. 2. In this 

case, the subset represents each feature of the dataset. Because 

the data processed is time series, splitting the data based on the 

index is not recommended. 

Fig. 3. Boosting Ensemble is used to produce stronger learned model 

[28]. 

Fig. 4. Stacking Ensemble trains several models using the same data [28]. 

Boosting is an ensemble method by sequentially building a model 

on top of other models, as shown in Fig. 3. This method relies on 

the model's ability to process the previous model's prediction 

results, resulting in better prediction results. This technique has 

often proven successful in classification cases using machine 

learning. 

Stacking is like a combination of Boosting and Bagging. This 

architecture trains multiple models at once using the same data 

then aggregates the prediction results of each model and is 

processed by a model before generating the final prediction. The 

visualization of this method can be seen in Fig. 4. 

 

3.2. Proposed Model 

This study attempts to propose a state-of-the-art model for 

sequential data, Transformers, and arrange them in such a way 

using an ensemble architecture. The whole Ensemble 

Transformer-RNN (ET-RNN) model is illustrated in Fig. 1. 

 

The central part of this architecture is the Multihead Attention 

layer arranged in series with the Recurrent Neural Network 

(RNN) layer. The Multihead Attention layer gives weight to each 

data point in the sequence. The sequences given the weight are 

processed by the RNN layer, a particular unit for processing 

sequential data. In this case, the RNN unit used is either LSTM or 

GRU. This choice is made because the two models are 

developments from ordinary RNNs. From now on, the 

combination of these two layers will be referred to as the 

Transformer-RNN. 

 

The Transformer-RNN unit is then arranged in parallel with the 

Convolutional Neural Network (CNN). The choice of CNN as a 

stacking pair of Transformer-RNN is based on its success in the 

image data processing. Because the data used is sequential, the 

CNN unit used is Convolution 1D, a CNN unit designed to 

process sequential data. 

 

The stacking model of Transformer-RNN and CNN was 

replicated nine times (according to the number of features from 

the dataset) and arranged in parallel following the Bagging 

Ensemble principle. Each stacking model processes different 

features and produces two outputs collected and passed as one. 

 

The hyperparameter configuration can be seen in Table 1. Keep 

in mind that there are 9 stack models, so this configuration 

applies to all layers. Can be seen in Fig. 1 that the dimensions of 

the model are wide enough, so to reduce the possibility of 

overfitting, the number of parameters of each layer is kept simple. 

A little side note, in this model, dropouts are embedded in Muti-

 
Fig. 1 The architecture of ET-RNN combined with CNN using ensemble architecture. 

. 
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head Attention, RNN, and after CNN. 

 
Table 1. Proposed Model’s Hyperparameters Configuration 

Hyperparameter Value 

Attention head 3 

Attention key dimension 3 

RNN unit 3 

CNN filter 3 

CNN kernel size 3 

Dense unit 3 

Dropouts’ probability 0.5 

Time-lag length 260 

 

3.3. Data Preparation 

The two primary data sources are Yahoo Finance 

(finance.yahoo.com) for Bank Central Asia stock (BBCA) prices 

and investing.com for ZG gold futures, Brent international crude 

prices, and CNY-to-IDR and USD-to-IDR exchange rates. All 

data refer to the working days of the Indonesian stock market 

from March 15, 2012, to October 12, 2018. It has been verified 

that each dataset comprises 11 columns and 2979 rows. Date, 

goal value, high, low, open, close, volume, and five columns of 

external elements, including the USD to IDR exchange rate, the 

CNY to IDR exchange rate, the price of ZG gold, and the Brent 

international oil prices, are included in each column. Remember 

that the target column represents the stock's closing price the 

following day. The processed data is divided into three: training 

sets, validation sets, and testing sets. The proportion of this data 

division has a ratio of 1:1:1, so that each set has 544 rows of data. 

 

4. Results 

4.1. Training and Validation Results 

ET-RNN methods will be compared with various combinations of 

other ensemble models and two models from the previous paper 

to prove the superiority of the proposed method. Two comparison 

models from the previous paper are An Ensemble of a Boosted  

 

Hybrid of Deep Learning Models and Technical Analysis for 

Forecasting Stock Prices (EHTS) [26] and CNN-Bidirectional 

LSTM-Attention Mechanism (CNN-BiLSTM-AM) [25]. A 

summary of all observations from training and validation results 

can be seen in Table 2. 

 

Starting from the model developed from previous research, there 

are two models: EHTS and CNN-BiLSTM-AM. EHTS produces 

outstanding training performance, and the Root Mean Squared 

Error (RMSE) of the training set has been achieved to below 30. 

These results show that EHTS can capture features very well. The 

validation error is relatively low, with an RMSE of around 330. 

 
Fig. 5. BBCA stock value movement across the dataset. 

Table 2. Ensemble Models’ Training and Validation Results 

Model Learning Rate Batch Size Epoch Training RMSE Training MAPE Validation RMSE Validation MAPE 

EHTS 0.01 16 10 25.8758 1% 330.4818 9% 

CNN-BiLSTM-AM 0.001 64 10 74.7625 3% 409.5666 11% 

Bagging MLP 0.001 16 10 97.7613 3% 464.9484 12% 

Bagging CNN 0.001 16 10 97.9076 3% 470.1574 11% 

Bagging LSTM 0.01 16 10 365.3106 11% 917.7173 27% 

Bagging GRU 0.01 16 10 339.6797 11% 847.8549 24% 

Boosting CNN-MLP 0.001 16 10 112.1587 4% 327.0522 9% 

Booosting LSTM-MLP 0.01 16 10 351.6848 11% 868.2741 25% 

Boosting GRU-MLP 0.01 16 10 49.4592 2% 600.1826 13% 

Boosting MHA-MLP 0.001 16 10 120.5957 4% 1861.3034 26% 

Stacking CNN-RNNs 0.01 16 10 108.0282 4% 795.7303 14% 

ET-LSTM 0.01 16 10 79.7424 3% 301.0534 8% 

ET-GRU 0.01 16 10 79.9422 3% 303.6424 8% 
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For CNN-BiLSTM-AM, the error rate value of the training set is 

quite good, with an RMSE below 100. However, the validation 

error is less impressive because it exceeds the RMSE value of 

400. 

 

Four bagging ensemble models are compared: Bagging-MLP, 

Bagging-CNN, Bagging-LSTM, and Bagging-GRU. The training 

results of these four models are pretty good for Bagging-MLP 

and Bagging-CNN with RMSE below one hundred. However, 

unsatisfactory results were obtained by both Bagging-RNNs 

models, and it is possible that further fine-tuning is needed to 

improve their performance. As for the validation results, all 

bagging models still have not succeeded in producing RMSE 

below 400. 

 

For the boosting ensemble, the four models compared are CNN-

MLP, LSTM-MLP, GRU-MLP, and Multi-head Attention-MLP 

(MHA-MLP). For training, GRU-MLP scored satisfactory results 

with RMSE below 50. CNN-MLP and MHA-MLP were good at 

producing Training RMSE of 112 and 120. In contrast, the 

validation results were only CNN-MLP, producing a reasonably 

small error rate. Only one model was tested for stacking, namely 

the stacking of CNN-RNNs. Although there is only one, this 

model already represents CNN, LSTM, GRU, MLP, and even 

involves MHA for feature weighting. The training results from 

this stacking model are pretty good, with RMSE in the range of 

100. However, the validation results are unsatisfactory because 

they produce RMSE above 700. 

 

The two proposed models produce RMSE below 80, and this is 

entirely satisfactory because it means that the model can extract 

features quite well. Even so, this value is still surpassed by the 

two models from previous studies, namely EHTS and CNN-

BiLSTM-AM. For validation, Transformer-LSTM and 

Transformer-GRU outperformed all the comparison models with 

an RMSE of around 300. Due to their excellent performance on 

the validation set, the model will continue to the evaluation stage 

with EHTS and CNN-BiLSTM-AM.  

The visualization of the Transformer-LSTM training process can 

be seen in Fig. 6. Please note that the graph of Transformer-GRU 

is also like Transformer-LSTM. Therefore, this graph will be 

considered a general historical training graph of Transformer-

RNNs. The orange line represents the loss movement of the 

training set. In contrast, the blue line represents the loss 

movement of the validation set throughout the training process. 

The loss function used during training is Mean Squared Error 

(MSE), and the model is trained for ten epochs. The training loss 

decreased effectively for only two epochs, then decreased slowly 

until the fourth epoch, and almost converged from the fifth epoch 

to the end. As for the loss from validation, it drops significantly 

in one epoch only, then decreases slowly until the third epoch, 

and then converges to the end. The loss graph shows that the two 

proposed models do not require many epochs to be able to adapt 

to new data. 

 

4.2. Evaluation Results 

Table 3. Ensemble Models’ Evaluation Result 

Model Testing RMSE Testing RMSE ComputationTime 

EHTS 1782.8283 32% 24ms 

CNN-BiLSTM-

AM 2224.1882 42% 9ms 

ET-LSTM 490.3815 9% 41ms 

ET-GRU 493.7659 9% 38ms 

 

Table 3. shows that the evaluation results of the two models from 

the previous paper are interesting. Even though EHTS is 

considered the best when conducting training, the RMSE value 

has increased to above 1000 in the evaluation process. Likewise, 

with CNN-BiLSTM-AM, the evaluation results are 

disappointing; even the RMSE can break above 2000. In contrast 

to the previous models, Transformer-LSTM and Transformer-

GRU maintained the RMSE value below 500 until the evaluation 

phase. 

 

Regardless of the model used, this BBCA data seems quite 

challenging to predict. A high numerical value result in a 

significant nominal RMSE score. Nevertheless, this is not the 

case with Mean Average Percentage Error (MAPE). Both 

Transformer-RNNs models have MAPE values below 10% in 

training, validation, and evaluation data. Apart from the sizeable 

nominal problem, Tables 2. and 3. prove that all models suffer 

from overfitting. This problem proves that the movement pattern 

of the BBCA is quite different between the training, validation, 

and testing sets. 

 

Even though it has the best performance if we measure it from 

computing effectiveness, Transformer-RNNs still seem to have a 

 
Fig. 6. Transformer-RNN’s training loss history through epochs. 
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computational time issue. Compared to the previous models, 

Transformer-LSTM and Transformer-GRU require more time to 

process the same data. This flaw is because the model's 

dimensions are broad, causing the model to be quite heavy to run. 

Further development is needed to reduce the model's dimensions 

and maintain the resulting performance. Likewise, with the 

problem of overfitting, all models need to be prepared to deal 

with contrasting value movement patterns in time series data. 

 

5. Conclusion 

This paper proposes two models of ET-RNNs called ET-LSTM 

and ET-GRU. This model uses the opening price, highest price, 

lowest price, closing price, and volume, then added with external 

variables such as exchange rates, gold prices, and crude oil prices 

as datasets. With the composition of data like this, the model can 

predict stock prices by considering the country's economic 

conditions represented by external variables. This architecture 

utilizes multi-head attention to weighing the sequence. It is 

followed by the LSTM or GRU layer to extract features from the 

sequence. It is paralleled with 1D Convolution with similar 

functions. The series of models are arranged in such a way using 

three ensemble concepts: bagging, boosting, and stacking to 

produce a more robust model. 

 

The experimental results prove that ET-LSTM and ET-GRU have 

the lowest validation and evaluation error values compared to 

EHTS and CNN-BiLSTM-AM. These results show that ET-

RNNs are more resistant to overfitting than other models, so they 

are suitable as a reference for investors to maximize profits. This 

research from ET-RNNs also provides technical insight into 

developing models for processing time series data. 

 

Further development can be done by fine-tuning the ET-LSTM 

and ET-GRU models to produce lower errors and be more 

resistant to overfitting. In addition to performance, it is necessary 

to develop these two models of ET-RNNs to be lighter and faster 

in computation time. In addition to predicting stocks, this model 

can be used for other sequence data cases, such as air quality 

prediction, rainfall prediction, and text processing.  
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