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Abstract: An approach for pragmatic ambiguity detection in natural language requirements is presented in this paper. Pragmatic 

ambiguities are determined by the requirements' context, which includes the reader's background knowledge. Readers with different 

backgrounds may interpret requirements differently. To determine whether a requirement is ambiguous or not, various pragmatic 

interpretations are compared. In this paper, we will discuss the significance of pragmatic ambiguity detection in NLRs, applications of 

NLP, ambiguities in NLP, and pragmatic ambiguities, as well as review various techniques used for identifying and resolving ambiguities 

in natural language requirements. Our objective is to motivate further research in this field by providing a thorough understanding of the 

difficulties and opportunities related to pragmatic ambiguity detection in NLRs. The tool might be enhanced in the future to support more 

file types, like PDF. There is ongoing research in the area of pragmatic ambiguity detection, and new approaches and procedures are 

constantly being developed. It is likely that improvements in pragmatic ambiguity detection and resolution will come as a result of 

developments in artificial intelligence, machine learning, and natural language processing in the future. Additionally, the growing 

accessibility of expansive, varied datasets will make it possible to train more reliable and accurate models. Pragmatic ambiguity detection 

is likely to become a more crucial tool as the field develops in fields like automated language translation, dialogue systems, and natural 

language understanding. 

Keywords: Natural Language Processing, Ambiguity, Pragmatic Ambiguity. 

1. Introduction 

Language is a channel of communication with the help of 

which we are able talk, write and read. For instance, we 

use natural language - more specifically, words - to think, 

decide, plan, and do other things. The key question, 

though, is whether we can converse similarly with 

computers in the age of AI [1][2]. In other words, is it 

possible for people to speak naturally to computers? 

Because computers require organized data but human 

speech is unstructured and frequently confusing in nature, 

it is difficult for us to create NLP applications. There are 

several advantages to using natural language in software 

specifications, including improved stakeholder 

comprehension and communication [3]. [4]. However, 

ambiguities introduced by natural language can also result 

in misinterpretations and mistakes during the software 

development process. In order to increase the overall 

quality and correctness of the requirements, pragmatic 

ambiguity detection in NLRs aims to identify and clear 

out ambiguities in NLRs [5]. Multiple readings of a 

sentence or phrase depending on the context in which it is 

used are referred to as pragmatic ambiguity. These 

misunderstandings can be brought about by a number of 

things, including a lack of knowledge, inconsistent 

terminology use, and implicit presumptions. Pragmatic 

ambiguity detection in NLRs is a difficult task since it 

calls for knowledge of the domain being produced for the 

system as well as the context in which the requirements 

are written [6].  It is impossible to emphasize the 

significance of pragmatic ambiguity detection in NLRs. 

The software development process might be delayed and 

expensive errors can occur as a result of ambiguous 

specifications. They might also lead to the formation of a 

system that fails to satisfy the requirements of its users. 

Therefore, identifying and resolving ambiguities in NLRs 

is essential to guaranteeing the effectiveness and 

efficiency of the software development process [7]. The 

steps in pragmatic ambiguity detection is given in fig 1 

can be summarized as follows: 

• Identify potential ambiguities: The first step is to 

identify potential ambiguities in the natural language 

requirements. This can be done by using natural 

language processing (NLP) tools to automatically 

identify and classify ambiguities, or by having 

domain experts review and validate the requirements. 

• Analyze the context: Once potential ambiguities are 

identified, the next step is to analyze the context in 
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which they appear. This includes understanding the 

domain knowledge of the system being developed 

and the intended meaning of the requirements. 

• Resolve the ambiguities: After analyzing the context, 

the ambiguities can be resolved by clarifying the 

requirements and ensuring that they are 

unambiguous. This may involve rephrasing, adding 

additional information, or removing implicit 

assumptions. 

• Validate the resolution: The final step is to validate 

that the resolved ambiguities are accurate and that 

they meet the needs of the stakeholders. This may 

involve testing the requirements with users or 

conducting a formal review by domain experts. 

• Document the resolution: After validating, it's 

important to document the resolution of the 

ambiguities, the reason why it was resolved that way 

and who was involved in the process.

 

 

Fig. 1. Pragmatic Ambiguities Detection Steps 

The significance of pragmatic ambiguity detection in 

NLRs, applications of NLP, ambiguities in NLP, 

pragmatic ambiguities, and a review of several strategies 

used for finding and resolving ambiguities in natural 

language requirements are all covered in this paper. Our 

objective is to further this field of research by providing a 

thorough knowledge of the challenges and opportunities 

related with pragmatic ambiguity detection in NLRs.  

2. Overview of NLP  

Natural language processing (NLP), which can describe 

and interpret language and communication digitally, has 

attracted a lot of attention lately. Machine translation, 

spam email recognition, information retrieval and 

summarizing, in addition to healthcare and inquiry 

answering, are just a few of the many functions it 

presently serves [8]. The study of how we may use 

machines to understand and alter natural language for 

further investigation is known as natural language 

processing, or NLP. Numerous computer methods for the 

automatic analysis and interpretation of human language 

are included in NLP. In NLP, the basic words of language 

play a significant role. Examples of some basic words 

include the following: bad, partly, old, magnificent, 

extremely, etc. A composite is a group of these essential 

words. [9] [10]. Examples of several composite words are 

young guy, not really startled, and very nice movie. 

Simple terminology for atomic and composite terms are 

words and phrases, respectively. Language's fundamental 

building component is the word. Words make up human 

languages, whether they are spoken or written. One of the 

first stages toward understanding the language is the NLP 

word-level techniques. The effectiveness of NLP systems, 

such as automated question answering, information 

retrieval, and machine translation, relies on the text's 

intended meaning. Ambiguity, or ambiguous or open 

meaning depending on use context, is the biggest 

difficulty. NLP are used in number of applications as 

presented in fig 2 as presented in [11]-[17]. 

 

      Fig. 2. Application of NLP   
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3.  

4. Ambiguities in NLP 

Language is a method of communication with the help of 

which we can speak, read and write. For example, we 

think, we use natural language—more specifically, 

words—to make choices, plans, and other things. The key 

issue, however, is whether humans can converse similarly 

with machines in the age of AI. In other words, is it 

possible for people to speak naturally to computers? 

Because computers need organized data but human 

speech is unstructured and often confusing in nature, it is 

difficult for humans to create NLP applications [18]. This 

makes it possible to define Natural Language Processing 

(NLP) as the area of computer science, particularly 

Artificial Intelligence (AI) that deals with teaching 

computers how to comprehend and use human language. 

According to technical definitions, the primary function 

of NLP would be to train computers to process and 

analyze vast amounts of natural language data [19]. One 

of the main problems in NLP is ambiguity. We take into 

account a number of various factors when attempting to 

interpret the meaning of a term, including the context in 

which it is used, our own worldview, and the way a word 

is typically used in society. Words may imply various 

things in different contexts and can also alter their 

meaning over time. Homographs, which are two words 

with the same spelling but distinct etymologies, and 

polysemy, which is one word with many meanings, are 

examples of this phenomena. Ambiguity is a term often 

used in natural language processing and is defined as the 

capacity to be interpreted in several contexts. Uncertainty 

is the capacity to be comprehended in more than one 

manner, to put it simply. Language in general is highly 

pragmatic. Fig 3 represents the ambiguities in NLP. 

 

Fig. 3. Types of Ambiguities in an NLP 

Ambiguity in Natural Language Processing can be 

removed using: 

• Word Sense Disambiguation 

• Part of Speech Tagger 

• HMM (Hidden Markov Model) Tagger 

• Hybrid combination of taggers with machine learning 

techniques. 

In order to clarify the intended meanings of words (word 

senses) in a certain context, word sense disambiguation 

(WSD) is used. WSD classifies an occurrence of a word 

in context into one or more of its sense classes for a 

particular word and its potential meanings [20]. The 

characteristics of the context, such as words nearby, serve 

as the basis for categorization. Concepts of Part of Speech 

(POS) tagging [21] and the use of probabilistic grammars 

in parsing are examples of statistical strategies for 

ambiguity resolution. Large corpora of word use data, 

such as the Brown Corpus, WordNet, and SentiWordNet, 

have been used to develop statistical techniques for 

reducing sentence ambiguity. The POS, grammatical 

structure, and frequency of use for words and sentences 

obtained from a large sample of written language are pre-

tagged on the words and sentences in these various 

corpora. The process of choosing the most probable part 

of speech from among the potential meanings for each 

word in a phrase is known as POS tagging. The notion of 

grammar rules and rules connected to part-of-speech tags 

are explored by probabilistic grammar [22]. Each rule in 

a probabilistic language is assigned a probability 

depending on how often it is used in the corpus. When a 

sentence is syntactically confusing, this method helps 

choose the optimal option (that is, there are more than one 

different parse trees for the text). 

Methods for using a knowledge dictionary are proposed 

by Kato et al. [23] recommended by analyzing 

requirement specifications and supporting documentation 

for transitive verbs and their objects. TaskLint is a system 

that was developed by Manam et al. [24], and its purpose 

is to automatically discover errors in task instructions. 

TaskLint is able to recognize words and sentences that 

may indicate uncertainty among workers by making use 

of a wide variety of previously developed NLP 
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technologies. This is similar to the way that code analysis 

tools ("linters") detect probable traits in code that might 

signal the presence of flaws. In our evaluation of 

TaskLint, we used task instructions that were generated 

by inexperienced users. This confirmed that static tools 

have the ability to increase task clarity and the correctness 

of outputs, but it also brought to light a number of 

difficulties. In order to deal with anaphoric ambiguity in 

requirements, Ezzini et al.[25] created a comprehensive 

automated solution that takes into account both ambiguity 

detection and anaphora interpretation. When it comes to 

the problem of ambiguity identification, supervised 

machine learning performs better than both a large-scale 

language model known as SpanBERT and a solution that 

is put together using off-the-shelf NLP coreference re-

solvers. Roop et al. [26] presented a supervised neural 

network model that makes use of numerous approaches in 

order to achieve the highest possible accuracy in sense 

detection. Kaddoura et al. [27] gave a comprehensive 

assessment of research works that seeks to resolve Arabic 

word meaning disambiguation using the AWSD datasets 

that are already in existence. Saxena et al. [28] compiled 

a list of SMT systems for five different translation tasks, 

using English and Indian languages as the test dataset and 

evaluating the systems using the BLEU and METEOR 

criteria. The investigations were conducted on the En-Kn, 

En-Ta,  En-Te tasks, En-Hi, and they demonstrated an 

increase in BLEU points by 2.68, 0.78, 2.32, 2.3, 

respectively, and an increase in METEOR points by  1.34, 

0.72, 0.693,1.07, respectively, over the baseline model. 

Yadav et al. [29] provided a comprehensive analysis of a 

variety of disambiguation techniques in their presentation. 

Certain tools are still in the process of being developed, 

and it is possible that in the future they will be able to 

eliminate ambiguity. Formal language is required to be 

used when writing a requirement document so that there 

is no room for ambiguity. However, consumers do not 

appreciate formal language because it is not as clear and 

is more difficult to comprehend. Handling ambiguity in 

the requirements is addressed by Ezzini et al. [30] 

proposed automated technique, which makes use of 

natural language processing. Our strategy involves using 

Wikipedia to automatically generate a corpus of content 

that is specific to a given domain. When domain 

knowledge is integrated, the accuracy of ambiguity 

detection and interpretation sees a large improvement, 

both of which are favorable. Our work is focused on 

coordination ambiguity, sometimes known as CA, as well 

as prepositional-phrase attachment ambiguity (PAA). 

Osama et al. [31] presented an effective and versatile 

automatic syntactic ambiguity detection solution for NL 

needs. The proposed method involves sifting through all 

of the many scoring interpretations that can be produced 

for a particular sentence by using the Core NLP library. 

When we tested our method on a collection of datasets 

including 126 requirements, we were able to achieve an 

average precision of 65% and recall of 99%. Mishra et al. 

[32] measured the ambiguity potential of the words that 

are most commonly used in computer science when those 

words were employed in various subdomains of 

engineering, such as civil, petroleum, biomedical, and 

environmental engineering, aerospace etc. This research 

makes use of a natural language processing method called 

word embedding in order to identify ambiguous terms. In 

Ferrari et al. [33] evaluated the degree to which natural 

language processing (NLP) may be practically applied to 

the task of finding errors in the requirements papers of a 

railway signaling manufacturer. In order to search for 

frequently ambiguous terms, the SREE tool was utilized, 

and it was applied to the criteria. Based on the results of 

the trials, it appears that SREE and our patterns may play 

roles in the detection of requirements deficiencies that are 

complementary to one another. Below table 1 presents the 

summary of the research contributions presented above: 

Table 1. Research Contribution for Ambiguity Detection in NLP 

Ref Year Methodology 
Technolog

ies 

Ambigui

ty 
Results 

[23] 2022 Knowledge Dictionary - 
Pragmati

c 
Recall 99% 

[24] 2018 TaskLint - - - 

[25] 2022 BERT - 
Anaphori

c 
Precision 60% 

[26] 2022 
Artificial Neural Network  

 
- Grammar - 

[27] 2022 Word Segmentation Based Dictionary - Grammar - 

[28] 2022 Unsupervised Learning - Grammar - 
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[29] 2021 

Controlled Language 
POS 

Tagging 
Lexical 

Recall 80.12% and 

Precision 85.76% 

Knowledge Based & Ontology Stanford Lexical 

Recall 92.85% 

Precision 

92.85% 

Knowledge based & Ontology WordNet Lexical Precision 83.4% 

[30] 2021 Domain-Specific Corpora - Domain 
Precision 80% recall 

89% 

[31] 2020 Filtering pipelines Stanford Syntactic 
Recall 99% precision 

65% 

[32] 2019  
Word 

embedding 
Domain - 

[33] 2018 NLP 
Word 

embedding 
- 

Precision 83% and 

recall 85% 

 

5. Pragmatic Ambiguity Detection 

Whenever a statement is pragmatic ambiguous and the 

context lacks the details necessary to make it clear, 

pragmatic ambiguity results. An example of pragmatic 

ambiguity is presented in table 2. The lack of data 

necessitates inference. When a statement is read or written 

sarcastically and the context lacks the details necessary to 

make it clear, pragmatic ambiguity results [34]. A 

requirement has a pragmatic ambiguity, roughly speaking, 

if various readers understand it differently, depending on 

the context of the demand. The data of a requirements 

encompasses both the requirements of the particular file 

that have an impact on how well the demand is understood 

as well as the reader's prior knowledge, which gives the 

ideas described in the requirement meaning. 

A key component of natural language processing is 

pragmatic ambiguity identification, which aids in 

deciphering the intended meaning of a sentence or phrase. 

Language ambiguities may come from a variety of places, 

including homonyms, synonyms, and idiomatic 

expressions [35]. It is challenging for robots to 

comprehend and interpret human language because of 

these ambiguities, which may cause misunderstanding 

and confusion. We may increase the precision and 

dependability of natural language processing systems by 

spotting and resolving pragmatic ambiguities. This is 

necessary for a number of applications, including 

conversation systems, automatic language translation, and 

natural language comprehension. Additionally, pragmatic 

ambiguity detection may assist natural language based 

systems become more effective and efficient by 

enhancing their overall usability and user experience [36]. 

Table 2. Meaning of Pragmatic Ambiguities 

Sentence  Direct Meaning  Other meaning  

Do you know what time it is? requesting the time angering someone for not doing 

anything in a timely manner 

Will you crack open the door? I’m 

getting hot 

For breaking the door  For door opening  

He chicken is ready to eat the 

breakfast 

Small hen is ready to have its food  The prepared chicken is ready to eat 

 

It's crucial to remember that pragmatic ambiguity 

detection is a continuous process that must be carried out 

at every stage of software development to guarantee that 

the specifications are accurate and clear. For pragmatic 

ambiguity detection in NLRs, various methods are 

employed. The most cutting-edge method uses artificial 

intelligence in tools for natural language processing 

(NLP) [37]. These instruments are capable of 

automatically locating and categorizing ambiguities in 

NLRs. Utilizing subject-matter experts to examine and 
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confirm the requirements is another tactic. To find and 

resolve ambiguities in the requirements, this method 

depends on the domain experts' knowledge. There are 

several advantages to detecting and resolving pragmatic 

ambiguities in natural language requirements (as 

presented in fig 4), some of them are: 

1) Improved understanding: By identifying and 

resolving ambiguities, stakeholders have a clearer 

understanding of the requirements and what the 

system being developed is supposed to do. 

2) Reduced errors: Ambiguities in requirements can 

lead to misunderstandings and errors in the software 

development process. By detecting and resolving 

ambiguities, the likelihood of these errors is greatly 

reduced. 

3) Increased efficiency: Detecting and resolving 

ambiguities in the requirements allows for a more 

efficient software development process. This is 

because ambiguities can cause delays and rework if 

they are not identified and resolved early on. 

4) Better communication: Pragmatic ambiguities 

detection helps in better communication between 

stakeholders, and ensures that the requirements are 

clearly understood by all parties involved in the 

development process. 

5) Improved user satisfaction: By ensuring that the 

requirements are clear and accurate, the likelihood of 

developing a system that meets the needs of its users 

is increased, which leads to improved user 

satisfaction. 

6) Reduced costs: By detecting and resolving 

ambiguities early on in the development process, the 

costs associated with rework and delays can be 

reduced, which can lead to significant cost savings for 

the project. 

7) Better traceability: By documenting the resolution of 

the ambiguities, it's easier to track any changes in the 

requirements and to understand the reason why 

certain decisions were made

 
Fig. 4. Advantages of Pragmatic Ambiguity Detection 

In [39] because natural language is often confusing, so are 

software needs. Errors in software development are 

caused by the requirements' ambiguity. As a consequence, 

several methods and procedures for identifying ambiguity 

in software requirements have been developed. In order to 

identify linguistic ambiguity in software requirements, 

this research employed three supervised machine learning 

techniques. With an accuracy of 86.66%, RF was the most 

accurate, followed by SVM and KNN with 80 and 70 

percent respectively. In [40], author provided a method for 

locating these ambiguities depends on the concept of 

bidirectional encoder called BERT representations from 

and clustering. This method gives a list of terms that are 

most comparable to each situation in which a phrase has 

been used in the document, as well as some sample 

sentences from the corpus that illustrate the term's 

context-specific meaning. Uses a corpus that is 

specialized to computer science (CS) and a multi-domain 

corpus that contains material from eight distinct 

application areas. Our test results demonstrate how 

successful this technique is in locating and identifying 

intra-domain ambiguities. In [41] author provided an 

effective and adaptable automated method for NL 

requirements syntactic ambiguity identification. The 
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suggested method is based on filtering the Stanford Core 

NLP library's potential scored interpretations of a given 

text. Additionally, it gives the user feedback along with 

potential accurate interpretations in order to clear up any 

misunderstanding. In order to offer the most probable 

right interpretations of a need. Tested proposed 

methodology using a collection of datasets with 126 

criteria, and on average were able to obtain 65% accuracy 

and 99% recall. For locating and recognizing ambiguous 

terms in a requirement, word embedding was utilized by 

[42]. The research then use connected data to resolve 

ambiguity in words. In order to assess the performance of 

the suggested tool, open-source software specification 

documents were used to compare human detection and 

correction capabilities. The results show that, in 

comparison to the suggested tool, humans struggle to 

identify and correct ambiguity in software requirement 

specifications (SRS) that span multiple domains. The 

outcome demonstrates that, in comparison to humans, the 

created tool was accurate in identifying and resolving 

pragmatic ambiguities. In [43], author explored the 

possibility of discovering near-synonyms rapidly by 

combining natural language processing and human 

analytical ability. The results point to a manual 

examination combined with an enhanced version of our 

technology as the most efficient strategy. Accuracy is 

66%. The goal of [44] is to locate and find ambiguous 

terms in natural language text that are peculiar to a certain 

area. This study uses a word embedding-based NLP 

approach to identify ambiguous terms. More precisely, 

when terminology from computer science (CS) are 

employed in other application fields or engineering 

subdomains. Proposed thorough and in-depth tests on 

several different subdomains demonstrate that word 

embedding-based approaches are particularly good at 

spotting ambiguities that are peculiar to a certain domain. 

Additionally, our studies show that this method may be 

used with papers of various sizes. Minimum and 

maximum similarity scores are both 16.6%. Finally, 

provide suggestions for more study. In [45] author 

suggested delving deeper to pragmatic and socio-

pragmatic levels of analysis to clear up ambiguity and 

prevent erroneous interpretations of texts and social media 

postings, particularly in the sub-tasks of identifying hate 

speech, in order to avoid making mistakes. 

6. Current Research Challenges and Future 

Research Directions 

Despite a lot of recent effort, the applications of NLP have 

been expanding daily, and with that growth come new 

obstacles. Because people use a variety of words to 

convey the same idea, there are also challenges associated 

with dealing with synonyms in language. Designing 

models to handle ironic and sarcastic statements is a 

highly difficult problem in natural language processing 

(NLP), since ironic and sarcastic sentences may 

sometimes be received in the opposite manner by humans. 

Additionally, statements in the language that are 

ambiguous in the sense that they may be understood in 

several ways are another area that needs improvement so 

that greater accuracy can be attained. In reality, these 

kinds of problems also arise when dealing with several 

fields, for example, when phrases or sentences may have 

one meaning in the education sector but another in the 

fields of health, law, or defense. Therefore, although NLP 

models may be effective for a specific topic or region, 

these difficulties must be overcome for widespread 

application. In addition to the difficulties mentioned 

above, misspelled or improperly used words can also 

cause issues. Although autocorrect and grammar checkers 

have greatly advanced as a result of ongoing research, 

determining the writer's intent by taking into account 

sarcasm, expressions, informal language, etc. is still a very 

difficult task. There is no denying that NLP models for the 

majority of commonly spoken languages have been 

performing well and developing daily, but models for all 

people rather than specialized knowledge of a particular 

language and technology are still needed. Although there 

has been much discussion of ambiguity detection 

recommendations in the literature, this process has not yet 

been automated. One of the objectives of the proposed 

work is the automation of ambiguity detection. To be 

more precise, the methodology and tool described in this 

paper have three objectives: (1) automate ambiguity 

detection; (2) convince the analyst that the ambiguities it 

has found are real issues with the document under study; 

and (3) inform the analyst by outlining the origins of the 

ambiguities it has found. [Principal Concepts/Outcomes] 

In that it finds four times as many real ambiguities as the 

typical human analyst, the provided method offers 

trustworthy ambiguity identification. The program also 

provides very accurate ambiguity identification and does 

not overburden the human analyst with false positives. 

The instrument that is being used may both identify 

ambiguities and explain their causes. As a result, in 

addition to ambiguity identification, it may also be used 

to train analysts. Additionally, it offers a major 

opportunity for time and money savings while also 

improving the quality of industrial requirements 

engineering. Some of the challenges observed throughout 

the study are summarized in fig 5.  

There are several challenges faced when developing a 

pragmatic ambiguity detector: 

1. Natural language understanding: One of the main 

challenges is understanding the meaning of natural 

language text, as it can be affected by factors such as 

idiomatic expressions, synonyms, and antonyms, 

making the detection of ambiguities a complex task. 
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2. Domain-specific knowledge: Another challenge is 

the need for domain-specific knowledge to accurately 

detect and resolve ambiguities. This can be difficult 

to obtain and may require the involvement of domain 

experts. 

3. Inconsistency: The use of natural language in 

requirements can lead to inconsistencies and 

variations in the way that similar concepts are 

expressed. This can make it difficult for a detector to 

accurately identify ambiguities. 

4. Annotation: Annotating a large dataset of natural 

language requirements for training a detector is a 

challenging and time-consuming task. 

5. Evaluation: It can be difficult to evaluate the 

performance of a pragmatic ambiguity detector, as it 

may require a human expert to review and validate 

the results. 

6. Scalability: The detector should be able to handle 

large amount of data and to analyze it in a short period 

of time, otherwise it's not useful for real-world 

scenarios. 

7. Adaptability: The detector should be able to adapt to 

different types of requirements, written in different 

languages and from different domains, without the 

need for extensive retraining. 

8. False positives: The detector may produce false 

positives, i.e, it may identify certain parts of the 

requirements as ambiguous when they are not. This 

can lead to additional work and can be frustrating for 

stakeholders. 

To overcome these challenges, it's essential to develop a 

detector that uses both NLP techniques and domain-

specific knowledge, that is well-trained, and that can be 

evaluated and improved over time.

 

 

Fig. 5. Challenges in Pragmatic Ambiguity Detection 

7. Conclusion 

The software development process gains a lot from natural 

language requirements, but they also include ambiguities 

that might cause misunderstandings and mistakes. To 

ensure the overall quality and correctness of the 

requirements, pragmatic ambiguity identification in 

natural language requirements is essential. In this 

research, we have evaluated numerous methods for 

detecting and resolving pragmatic ambiguities in natural 

language requirements and we have addressed the 

significance of pragmatic ambiguity detection in NLRs. 

Our objective is to motivate additional study in this field 

by providing a thorough knowledge of the difficulties and 

possibilities related to pragmatic ambiguity identification 

in NLRs. This research aims to identify and resolve 

ambiguities in software requirements. A remark that is 

ambiguous has more than one meaning. Semantic, 

syntactic, lexical, syntax, and pragmatic ambiguities are 

the most prevalent kinds of ambiguity. Therefore, the goal 

of this research is to assess how ambiguous common 

computer science terms like "system," "application," and 

"database" are when used to various contexts. The 

outcome demonstrates that, in comparison to humans, the 
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created tool was accurate in identifying and resolving 

pragmatic issues. Research in the area of pragmatic 

ambiguity identification is advancing quickly. Future 

improvements in technology, such as those made in NLP, 

ML, and AI, will probably result in more effective 

methods for locating and resolving ambiguities. 

Additionally, the utilization of extensive and varied 

datasets will result in the creation of models that are more 

accurate and trustworthy. Pragmatic ambiguity detection 

will be used increasingly often in conversation systems, 

automated language translation, and natural language 

comprehension as the area develops. The utility could be 

enhanced in the future to support new file types, such 

PDF. The program does not take into account other forms 

of ambiguity, such as semantic, syntactic, lexical, and 

syntax, and it can only identify one type of ambiguity. 

Future updates to the tool will allow for the addition of the 

additional ambiguities. 
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