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Abstract 

Text translation plays an important role in increasing the reach of information technology to the large portion of the population. The text 

translation helps to overcome the language barrier. An adequately translated and simplified text helps to improve the quality of 

communication. In recent times many researchers proposed research work on text translation. However, the grammar and complex 

formation of regional languages are bottlenecks in effective text translation. Many researchers proposed text simplification before text 

translation. The text simplification improves the readability and understandability of the text. However, regional language simplification 

and translation is still a challenging task for the researchers. Gujarati is an Indian regional language. In this paper, an experimental setup 

is proposed for improved text translation from Gujarati language to English language. Results show that the text simplification improves 

the quality of translation. We also experimented with text translation of the Indian national language - Hindi showed an improvement in 

translation results. 
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1. Introduction 

Communication is an essential part of human life. It is observed 

that lack of foreign language knowledge becomes a bottleneck in 

interaction and information exploration. Information technology 

helps to overcome the language barrier through text translation 

and text simplification. Text translation converts the text from one 

language to another language and text simplification improves the 

text readability and understandability. Historically humans have 

served as the intermediate person to do language translation and 

simplification. But in the current globalization time when people 

are traveling to distant locations, interacting with each other on 

social media, and exploring information about different regions, 

religions, and matters, automated text translation and text 

simplification become helpful. These text translations and text 

simplification remained essential services to improve 

communication [1]–[3]. 

 
To improve text translation various methods of machine 

translation [4], [5] and text simplification [6] have been proposed. 

The translation quality hampers when the translation takes place 

between non-sibling and resource-constrained languages. 
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According to Wikipedia, Gujarati [7] and Hindi languages [8] are 

Indo-Aryan languages, meaning they are non-sibling languages to 

the English language. These languages are morphologically very 

rich languages, they use agglutination in their words, and are 

highly inflected languages. Compared to the English language 

both of these languages are resource-constrained languages. Thus 

facing the limitation of training NLP-based Machine Translation 

and Text Simplification systems. As well as they show bad 

translation results for local language contexts. 

 
To improve the local language translation, text simplification as 

a preprocessing step is useful. Chandrasekar et al., 1994 [9] 

suggested improving text translation using text simplification as 

a preprocessing step. Panchal et al., 2015 [10] noted that text 

simplification helps to improve the quality of text translators and 

information retrieval systems. Building a text simplification 

engine f or a resource-constrained language is a difficult and 

time-consuming task. Here in this paper, we propose the text 

simplification engine for Indian regional language called Gujarati 

and an experimental study to validate the research hypothesis. 

 

2. Literature Review 

Text simplification was originally proposed as a pre-processing 

step for machine translation [9]. For many language pairs (e.g. 

English-French, English-Spanish, English-Hindi), attempts were 

made at rewriting input sentences using paraphrasing or textual 

entailment to improve the performance of MT systems [11]–[15]. 

Saggion et al. [16] presented an approach SIMPLEX of text 

simplification for Spanish. Mirkin et al. [15] manifested a way to 

enhance the source text before translation using SORT as a web 

application with Model View Controller (MVC). Paetzold and 
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Specia [17] have analyzed both syntactic and lexical 

simplification by learning tree transduction rules using Tree 

Transduction Toolkit (T3). Ameta et al. [18] developed a rule- 

based Gujarati stemmer for text simplification and improving the 

quality of the Gujarati-Hindi machine translation system. Patel et 

al.[19] presented a reordering approach. They have evaluated the 

quality of text in terms of BLEU, NIST, mWER, and mPER. They 

have concluded that adding more rules for reordering improves 

the translation quality. 

 
The translation quality hampers when the translation takes place 

between non-sibling languages and languages which are 

resource-constrained. Text simplification engine to such 

languages helps to improve the local language sentence 

compatibility with the translator and may help to improve the 

quality of the overall language translation. 

 
3. Experimental Setup 

Here in this paper, we discussed an experimental setup for 

verifying the hypothesis, using text simplification as a 

preprocessing step improves the quality of translation, for low- 

resource languages like Gujarati and Hindi. We have 

experimented with the pairs of complex-simple sentences in 

Gujarati, Hindi, and English. 

 

3.1. Dataset 

 
We used two types of datasets: 1) Translated sentence 

pairs, and 2) Complex Simple sentences pairs. 

 
These are collected from online resources, as well as 

prepared manually. For English language and translated 

pairs, dataset collected from online resources. For the 

Gujarati and Hindi language complex-simple sentence 

pairs, we have prepared manual text sets. 

 
1) Translated sentences pairs 

 
We have prepared 20 sentences text-sets over Gujarati, Hindi, and 

English languages, for all possible language pairs for “text - 

reference texts” (i.e. Gujarati-Hindi, Hindi-Gujarati, Gujarati- 

English, English-Gujarati, Hindi-English, and English-Hindi). A 

sample text and reference texts are shown in the table. 

Table 1: Gujarati-English Language Text-Set 
 

text 

(transliteration) 

જનની ન  જી ડ સખ  

નહિી જડી  ર  લ લ 

(Jananini jod sakhi nahi jade 

re lol) 

Gujarati Language 

 

reference text 

 

Friend, no one else can be 

found equal to mother 

 

English Language 

  
Friend, no one else can be 

found like mother 

 

  
Friend, no one else can be 

found equivalent to mother 

 

2) Complex Simple sentences pairs 

 
We used an online available TURK dataset [25]. TURK 

dataset is a multi-reference dataset for the evaluation of 

sentence simplification in English. The dataset consists of 

2,359 sentences from the Parallel Wikipedia Simplification 

(PWKP) corpus. Each sentence is associated with 8 

crowdsourced simplifications that focus on only lexical 

paraphrasing (no sentence splitting or deletion). 

 
In the case of Gujarati language, we are required to prepare 

complex simple sentence pairs with manual efforts. Many 

of the sentence pairs we derived from an online available 

book Gujarati Rudhiprayog Ane Kahevat Sangrah [26], 

and some of these we prepared by referring to online 

Gujarati literature. These texts are taken from openly 

available online resources. 

Table 2: Complex Sentence (CS) and Simple Sentences (SS). The 

sentences are in the Gujarati language. Their corresponding 

transliterations are given below the sentences. 

Complex Sentence (CS) 

(transliteration) 

: જનની ન  જી ડ સખ  નહિી જડી  રી  

લી લ 

(janani ni jod sakhi nahi jade re lol) 

Simple Sentence (SS-1)  

: 
હિીત્ર િી ી  ી   સિી ન અની ય ક ઈ 

નહિી િીળી  
(mitra ma saman anya koi nahi made) 

Simple Sentence (SS-2) 
: 

હિીત્ર િી ત  સિી ન અની ય ક ઈ 

નહિી િીળી  
(mitra mata saman sanya koi nahi made) 

Simple Sentence (SS-3) 
: 

હિીત્ર, િી ત  સિી ન અની ય ક ઈ 

નહિી િીળી  

(mitra, mata saman anya koi nahi made) 

 
Table 2 shows an example of a complex sentence (i.e. a complex 

sentence (CS)) and simple sentence (SS) versions. These 

sentences have the same meaning but with different word usage. 

Below are the steps we followed to perform the execution. 
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reference 

text source text 

simple 
Score 

< T 

complex 

source text 

source text 
Transformer 

 
simple text 

translated text 

Target Text 
Readability 

Evaluator 

Quality 

Evaluator 

 
Translator 

Source Text 

Readability 

Evaluator 

3.2. Model being implemented for Gujarati language based 

on a knowledge based approach, using a 

simplified lesk algorithm [28]. The readability 

score of the output text is better than the input text. 

Here the simplified lex algorithm is used for the 

text simplification. 

● Translator: It translates the input text from 

source language to output target language. Here 

the Google Translator is used for translation. 

● Quality Evaluation: The quality of translated 

output text is measured using BLEU [23] and 

NIST [24] scores. 

 
In the model shown in Figure 1, The text-set contains the pairs of 

text and reference texts. The text readability score is being 

evaluated to decide whether text simplification is required or not. 

If the text readability score is low then such complex text is given 

as input to the transformer, where the text simplification happens. 

The output simplified text is given to the Translator, which 

translates the input text into translated text. The reference texts 

along with the translated text are passed to the Quality Evaluator 

and Readability Evaluator. The output scores are used for the 

comparative analysis and plot generation. 

 

 

 

 

 

 
q_score 

 

 

 
Fig 1: Execution Model 

 

 

 

 

 

r_score 

3.3. Execution 

The above model is used for executing different text-sets. 

The text-set contains pairs of text and reference texts. 

These text-sets are divided into two categories based on the 

readability score, a) complex sentences, and b) simple 

sentences. Complex sentences are those which are difficult 

to read and understand, and simple sentences are those 

which are comparatively easy to read and understand. We 

have used  the readability measures such as the Flesch 

Fig 1 shows our execution model. 

 
● Text Set: The text-set contains pairs of text and 

reference texts. These text-sets are divided into 

two categories based on the readability score, a) 

complex sentences, and b) simple sentences. 

Complex sentences are those which are difficult 

to read and understand, and simple sentences are 

those which are comparatively easy to read and 

understand. We have taken test cases in Gujarati, 

Hindi, and English languages. 

● Readability Evaluator: It contains a set of scripts, 

which generate the text readability score. The 

available scripts are Flesch Reading Ease score 

[20], Flesch-Kincaid score [21], Gunning Fog 

Score, and others [22]. The existing scripts are 

working for English language sentences, so we 

developed our scripts for Gujarati and Hindi 

languages to calculate the text readability. 

● Transformer: This is the heart of the execution 

model. It simplifies the input text and gives more 

readable simple output text. The transformer is 

Reading Ease score, Flesch-Kincaid score, and Gunning 

Fog Score, to decide the readability of the sentences. The 

translated text quality is measured through the standard 

BLEU [23] and NIST [24]. 

 
Execution Steps: 

1. Preparing of Text-Set pairs, i.e. Complex-Simple 

sentence pairs. 

2. Deciding complexity of Text based on readability 

scores. 

3. Collected translated output of Complex sentences. 

4. Collected translated output of Simple sentences. 

5. Measure the readability scores of translated outputs 

collected in step-3 and step 4. 

6. Measure the BLEU and NIST scores of translated 

output collected in step-3 and step 4. 

7. repeat step 2 for all sentences 

8. and plot the comparison graph over 

a. input readability vs output readability 

b. input readability vs output quality. 

Based on the language pair in the text-set, the text-sets are 

divided into two execution groups: 1) Non-sibling Languages, 

and 2) Sibling Languages. 
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3.3.1. Non-Sibling Languages 

The text-sets having Gujarati-English, English-Gujarati, Hindi- 

English, and English-Hindi pairs fall under the Non-Sibling 

Languages group. Table 3 contains the Gujarati-English text-sets 

arranged in decreasing order of the input sentence complexity. 

The Label indicates the complexity level, Complex Sentence 

(CS), and Simplified Sentence (SS). The translated output scores, 

BLEU and NIST, show the quality of the translation. Here the 

translated outputs are taken from Google translate. 
 

Table 3: Results of Gujarati to English Translation 

Language Pair Label Input Translated Output BLEU NIST 

 

જનન ન  જ ડ સખ  

નિહ જડ  ર  લ લ 

CS 

(Jananini jod sakhi 

nahi jade re lol) 

 

 

The genital mutilation 

will not tighten 

 

 

 
0.28 0.1 

 
 

 

 

 

SS1 

િહત્ર િી ી ી  િસ ન 

અન્ય ક ઈ નિહ 

િીળ  

 

(mitra maa samaan 

anya koi nahi 

made) 

 

 

 
I will not find anyone 

else like my friend 

 

 

 

0.3 0.95 

 

Guj_Eng  

 

 

 

SS2 

 
િહત્ર િી ત િસ ન 

અન્ય ક ઈ નિહ 

િીળ  

 

(mitra mata saman 

anya koi nahi 

made) 

 

 

 

No one else can be 

the same as a friend 

mother 

 

 

 

 

0.37 3.73 

 
 

 

 

 

SS3 

િહત્ર, િી ત િસ ન 

અન્ય ક ઈ નિહ 

િીળ  

 

(mitra, mata saman 

anya koi nahi 

made) 

 

 

Friend, no one else 

can be found equal to 

mother. 

 

 

 

0.41 4.09 

 
 

દ સી ત, િી ત  જવ ી  ી   બી જ 

 

 

 

 
Eng_Guj 

 
Friend, no one else 

CS can be found like 

mother 

ક ઈ નથ  િીળી  

શકત ી ી  

 

 
(dost, mata jevu biju 

koi nathi madi saktu) 

 

 
0.25 0.88 

 

 
 

SS1 Friend, no 
one else can be found equal to mother 
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દ સ્ત , િી ત િસ ન બી જ ી  ી    ક ઈ નથ  

િીળ  શકત ી ી  

 
0.34 1.24 
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(dosto, mata saman 

biju koi nathi madi 

saktu) 

 
 

 

 

 

 

SS2 

 

 

 

Friend, no one else 

can be found 

equivalent mother 

િહત્ર, બી જ ી  ી    ક ઈ 

િસકક્ષ િી ત નથ  

િીળી  શકત ી ી  

 

(mitra, biju koi 

samkaksha mata 

nathi madi saktu) 

 

 

 

 

0.38 1.48 

 

 
 

 

 

SS3 

 

 

Friend, no one can 

be found equal to 

mother 

દ સ્ત , િી ત િસ ન 

ક ઈ નથ  િીળી  

શકત ી ી  

 

 
(dosto, mata saman 

koi nathi madi saktu) 

 

 

 

0.43 1.46 

 
 

 

 

 

Friend, no one else 

CS can be found like 

mother 

दो सत्, किोसी 
और िोो  म ो ो  
िोोी तरह नह 
ोीो  ममल सिोत  
हो  

 
(dost, kisi or ko maa 

ki tarah nahi mil 

sakta he) 

 

 

 

 

0.45 1.77 

 
 

 

 

 

 

Eng_Hin 

 

 

 

 

 
SS1 

 

 

 

 
Friend, no one else 

can be found equal 

to mother 

दो सत्, िोो ई 
और म ो ो  
िोो  बर बर नह 
ोीो  प य ज  
सिोत  हो  

 
(dost, koi or maa ke 

barabar nahi paya ja 

sakta he) 

 

 

 

 

 
0.64 2.42 

 

 

 

 

 

 

 
SS2 

 

 

 

 
Friend, no one else 

can be found 

equivalent mother 

दो सत्, किोसी 
और िोो  
समिोक्ष म ो ो  नह 
ोीो  ममल सिोती 
हो  

 
(dosto, kisi or ko samkaksh maa nahi mil sakti he) 
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0.5 1.94 
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SS3 

 

 

 

 

Friend, no one can 

be found equal to 

mother 

दो सत्, िोो ई 
भोी म ो ो  िोो  बर 
बर नह ोीो  प य ज 
सिोत  हो  

 
(dost, koi bhi maa ke 

barabar nahi paya ja 

sakta he) 

 

 

 

 

 
0.55 2.14 

 

 

द स्त, म ो ो  िोो  
बर बर और 
िोो ई नह ोीो  
ममल सिोत । 

CS 

(dost, maa ke 

barabar or koi nahi 

mil sakta) 

 

 

 

 

Friends, nobody can 

get equal to mother 

 

 

 

 

 
0.43 1.29 

 

 

 

 

 

 
Hin_Eng 

 

 

 

 

SS1 

म त िोो  सम 
न और िोो ई 
नह ोीो  ममल ग , 
ममत्र। 

 
(mata ke saman or 

koi nahi milga, 

mitra) 

 

 

 

 
Friends, no one else 

can get it. 

 

 

 

 

0.43 0.8 

 

 

 

 

 

SS2 

 

 

 

 

 

 

 

 

 
SS3 

ममत्र, म त  
िोो  सम न 
और िोो ई 
नह ोीो  ममल ग 
। 

 
(mitra, mata ke 

saman or koi nahi 

milega) 

 
द स्त, म ो ो  िोो  
बर बर और 
िोो ई नह ोीो  
ममल सिोत । 

 
(dost, maa ke 

barabar or koi nahi 

mil sakta) 

 

 

 

 
Mother and no one 

will get, friend. 

 

 

 

 

 

 

 

 
Friends, no one else 

and no one will get. 

 

 

 

 

0.21 0.4 

 

 

 

 

 

 

 

 

 
0.33 1.04 
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We observe that the output of the complex sentence is wrong and 

irrelevant. The output of simplified using our proposed regional 

language simplification engine (i.e. sentence SS1) is 

comparatively better than the complex sentence CS. The output 

of the simplified sentence SS2 is better than the SS1 output. And 

similarly, the output of the simplified sentence SS3 is better than 

the SS2. The corresponding BLEU and NIST scores show the 

improvements. 

 

3.3.2. Sibling Languages 

Here we tried the text-sets having Gujarati-Hindi and Hindi- 

Gujarati sibling languages pairs. The pairs of sentences used for 

Sibling, and Non-Sibling execution groups are the same, 
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meaning the sentence translations are used. This is to observe 

the behavior of the sentence translation among the languages. 

The corresponding results are shown in Table 4. 

 
Table 4: Results of Gujarati to Hindi Translation for OS 

Language 

Pair 
Label Input 

Translated 

Output 

 

BLEU NIST 

જનન ન  

જ ડ 

સખ  નિહ 

જડ  ર  

CS 
લ લ 

(Jananini 

jod sakhi 

nahi jade 

re lol) 

 

 

િહત્ર િી 

ી ી  િસ 

ન 

અન્ય ક ઈ 

નિહ િીળ  

जनन ोीो गो  
िोो  
ख जन 
मो शो्किो
ल नह ोीो  
ह ग | 

(Jananaango 

ko khojana 

muskil nahi 

hoga) 
 

म झ  अपन  
दो सत् 
िोोी 
तरह 
िोो ई 
और नह 
ोीो  

 
 
 

0.44 0.41 

 

 

 

 

 

 
Guj_Hin 

SS1 

 

 

 

 

 

 

 

 

 

 
 

SS2 

 

 

 

 

 

 

 

 

 

 
SS3 

 

(mitra 

maa 

samaan 

anya koi 

nahi 

made) 

િહત્ર 

િી ત 

િસ ન 

અન્ય ક ઈ 

નિહ િીળ  

(mitra 

mata 

saman 

anya koi 

nahi 

made) 

િહત્ર, 

િી ત 

િસ ન 

અન્ય ક ઈ 

નિહ 

િીળ  

(mitra, 

mata 

saman 

anya koi 

nahi 

made) 

द स्त, म ो ो  
िोो  

बर बर 
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ममल ग  | 
0.43  1.92 

(

m

u

z

e

 

a

p

n

e

 

d

o

s

t

 

k

i

 

t

a

r

a

h

 

k

o

i

 

o

r

 

n

a

h

i

 

m

i

l

e

g

a

) 

 
म
म
त्र
 
म
 
ो 
ो 
 
िो
ो 
 
स
 
म
 
न
 

औ
र 
िो
ो 
ई
 
न
ह
 
ोी
ो 
 
ह
ो 
 
स
िो
त
  

0
.
4
7

5
.
1
3 

(

m

i

t

ra maa ke 

samaan or 

koi nahi ho 

sakta) 

 

द स्त, म ो ो  
िोो  बर 
बर और 
िोो ई 
नह ोीो  
ममल 
सिोत । 

0.56 4.69 

(dost, maa 

ke barabar 

or koi nahi 

mil sakta) 

 

 
િી ત થ  
બર બર ક ઈ 

Hin_Guj CS और 
िोो 
ई नह 
ोीो  ममल 
सिोत 
। 

િહત્રન  િીળ  

શકત  નથ . 

0.39 1.18 
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 (dost, 

maa ke 

barabar 

or koi 

nahi mil 

sakta) 

(matathi 

barabar koi 

mitrane 

madi sakto 

nathi) 

 

 

म त 
िोो  

  

सम न 
और 
िोो ई 
नह ोीो  
ममल ग , 
ममत्र। 

િી ત , િહત્ર જવી     

ક ઈ િની ી ી  િીળી  
. 

SS1 0.28 1.06 

 (mata ke   

saman or (mata, mitra 

koi nahi jeva koi nahi 

milga, made) 

mitra)  

 ममत्र, म त    

िोो  
सम न 

િી ત  જવી     

और 
िोो ई 
नह ोीो  

િહત્ર ક ઈન  

િની ી ી  િીળી  . 

SS2 ममल ग । 0.28 1.15 

 (mitra,   

mata ke (mata jeva 

saman or mitra koine 

koi nahi nahi made) 

milega)  

 द स्त, म ो ो  
िोो  
बर बर 
और 
िोो ई 
नह ोीो  
ममल 
सिोत 
। 

 
દ સ્ત ક ઈ પણ 

િી ત             

ન  બર બર 

ન 

િીી ઈ શક . 

 

SS3 0.13 0.4 

 (dost,   

maa ke (dost koi pan 
barabar matani 

or koi barabar na 

nahi mil koi shake) 

sakta)  

 
The output of complex sentence CS is wrong and irrelevant. 

While the output of the simplified sentences SS1, SS2, and SS3 

shows improvement in their corresponding BLEU and NIST 

scores. 

4. Results 

Here the test-sets summaries and their corresponding plots are shown. 

The example summaries contain all the possible one-to- one translations 

among the three languages: Gujarati, Hindi, and English. Table 5 and 

Figure 2 contain the BLEU scores of the test-sets, and Table 6 and 

Figure 3 contain the NIST scores of the test-sets. 
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Table 5: BLEU Evaluation Scores of Translated Text. CS: 

Complex Sentence, SS: Simple Sentence 

 Language 

Pair 
CS SS1 SS2 SS3 

Non- 

Sibling 

Guj_Eng 
 

0.28 
 

0.3 
 

0.37 
 

0.41 
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Fig 2: BLEU Score Improved Graph 

 
Table 6: NIST Evaluation Scores of Translations. CS: Complex 

Sentence, SS: Simple Sentence 

 
 

 Language 

Pair 
CS SS1 SS2 SS3 

Non- 

Sibling 

Languag 

e 

Guj_Eng  

0.1 
 

0.95 
 

3.73 
 

4.09 

Eng_Guj 
 

0.88 

 
1.24 

 
1.48 

 
1.46 

 

Eng_Hin 
 

1.77 

 
2.42 

 
1.94 

 
2.14 

 

Hin_Eng 
 

1.29 

 
0.8 

 
0.4 

 
1.04 

Sibling 

Languag 

e 

Guj_Hin 
 

0.41 

 
1.92 

 
5.13 

 
4.69 

 Hin_Guj 
1.18 1.06 1.15 0.4 

Fig 3: NIST Score Improved Graph 

 
We can observe that in most of the cases the Simplified 

Statement SS3 shows higher BLEU and NIST scores compared 

to the other input statements. 

 
Other Non-Sibling Text Sets Results: 

 

BLEU NIST 
 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

Fig 4: BLEU and NIST Scores for Other Non-Sibling Text Sets 

Results 

 

Other Sibling Text Sets Results: 
 

BLEU NIST 
 

 

 
Figure 5: BLEU and NIST Scores for Other Sibling Text Sets Results 

Languag 

e 

Eng_Guj 
 

0.25 

 
0.34 

 
0.38 

 
0.43 

 
Eng_Hin 

 
0.45 

 
0.64 

 
0.5 

 
0.55 

 

Hin_Eng 
 

0.43 

 
0.43 

 
0.21 

 
0.33 

Sibling 

Languag 

e 

Guj_Hin 
 

0.44 

 
0.43 

 
0.47 

 
0.56 

 Hin_Guj 
0.39 0.28 0.28 0.13 
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Table 7: Gujarati Complex vs Simple Readability Score. Human 

Prepared 4244 complex and simple Gujarati sentence pairs. The 

positive count indicates the corresponding readability score of the 

simple sentences is higher than the complex sentences. The negative 

count indicates the readability score of the complex sentences is higher 

than the simple sentences. 

 

 
 

 

 

 

 

 

 

 

 
Figs 6: Gujarati Complex vs Simple Readability Score 

 

Table 8: English Complex vs Simple Readability Score. Human 

Prepared 4244 complex and simple English sentence pairs. The positive 

count indicates the corresponding readability score of the simple 

sentences is higher than the complex sentences. The negative count 

indicates the readability score of the complex sentences is higher than 

the simple sentences. 

Fig 7: English Complex vs Simple Readability Score 

5. Observations 

From the above results and graphs, we found that, 

● Simplifying input sentences by reducing their 

complexity improves the quality of the output 

statement. 

● Gujarati to other language translations shows better 

improvement compared to other pairs. 

● Gujarati and English show higher NIST scores 

compared to other pairs. 

● Sibling languages show better translation quality than 

non-sibling languages. 

These improvements are seen in the manually prepared text-sets. 

When simplified texts are generated automatically, we observe 

inconsistencies in the BLEU graph and the NIST graph. This 

could be because of the limitation of the auto text simplifier to 

generate correct and meaningful outputs compared to human 

simplification; as well as the limitation of readability scores to 

evaluate the correctness of the sentence compared to human 

evaluation. 

English Positive Negative % 

 

flesch_score 
3637  

607 
 

85.7 

flesch_kincaid_score 3647 597 85.93 

gunning_fog_grade_score 3664 580 86.33 

smog_readability_score 4244 0 100 

coleman_liau_score 
 

3634 
 

610 
 

85.63 

automated_readabilityv 
 

3630 

 
614 

 
85.53 

linsear_write_score_diff 
 

3687 

 
557 

 
86.88 

hm3 
 

0 

 
0 

 
0 

hm4 
 

0 

 
0 

 
0 

 

Gujarati Positive Negative % 

 

flesch_score 
3639  

605 
 

85.74 

flesch_kincaid_score 3635 609 85.65 

gunning_fog_grade_score 3629 615 85.51 

smog_readability_score 3981 263 93.8 

coleman_liau_score  

4244 
 

0 
 

100 

automated_readabilityv 
 

3626 

 
618 

 
85.44 

linsear_write_score_diff 
 

3683 

 
561 

 
86.78 

hm3 
 

3636 

 
608 

 
85.67 

hm4 
 

3636 

 
608 

 
85.67 
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6. Conclusions 

Here we talked about improvement in text translation using text 

simplification as a pre-processing step. We showed 

experimental results of Gujarati, Hindi, and English language 

translations. We identify that a simplified input statement 

improves the translation quality of the output statement. We 

measured the sentence readability using readability scores (i.e., 

Flesch Reading Ease score, Flesch-Kincaid score, Gunning Fog 

Score, etc.). We measured the translation quality improvement 

using the BLEU and NIST scores. We observed an improvement 

in translation quality in the manually simplified sentences. The 

auto text simplifier outputs are not accurate compared to human 

simplification. The readability scores are not accurate compared 

to human evaluations. As a result, inconsistencies are found in 

the BLEU graph and the NIST graph, when results are generated 

automatically. In the manually prepared sentences, we observed 

that the translation quality is higher in the sibling languages 

compared to the non-sibling languages. 
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