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Abstract: Cotton, potatoes, tomatoes, and chilies are the principal crops exported from Pakistan. Cotton is produced in greater quantities 

in India, China, and the US than in Pakistan. Eighty percent of all public oil is made up of cotton. Like other crops, it is being attacked by 

viruses, which lowers production and reduces economic revenue. There is misinformation on how illness diagnosis and care affect a region's 

ability to produce more. In this research, deep convolutional neural networks (CNN) were trained to recognize three forms of cotton leaf 

disease using a transform learning approach (Cotton leaf curl virus, fusarium wilt, bacterial blight). This study's main goal was to develop 

a single framework that could handle the challenging process of finding, identifying, and diagnosing cotton leaf disease. Additionally, to 

improve their performance on datasets of healthy and allergic cotton leaves, bigger weight parameter optimization using the Adam and 

RMSProp optimizers was explored. When compared to the other DL meta-architectures, Inception-VGG-16 trained with the feature 

extractor showed the greatest mean average accuracy. The recommended method was found to be new since it distinguished between leaf 

types that were healthy and those that were unhealthy. Using the DL approach to accurately identify cotton leaf disease would help to avoid 

the adverse effects of dietary management issues. On photos of cotton leaves, the trained model recognizes and labels the four classes 

(Cotton leaf curl virus, bacterial blight, fusarium wilt, healthy). CNN was 98% accurate overall. 
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1. Introduction

The recent sharp drop in agricultural production puts the 

world's food security in jeopardy. In the globe, Pakistan is 

rated sixth in terms of cotton output. Pakistan's GDP is 

around 0.6% cotton-related. Its production has decreased 

gradually in recent years, by as much as 22%, and if it 

continues to decline at this pace, productivity will soon 

suffer [1]. The whitefly, or Bemisia Tabaco, is one of the 

common pests that attack plants and carries several viruses, 

including cotton leaf curl disease (CLCUD). One of the top 

100 worst alien invasive species is the whitefly. A cotton 

field and nearby crops may get infected by whiteflies, which 

may reduce plant growth by up to 50%. As a result, this tiny 

bug harms local and international food crops as well as cash 

crops [2]. 

Field inspection is steadily becoming more automated 

thanks to advancements in technology, including spatial 

drones for detection and prediction and cutting-edge 

automated disease detection algorithms. Before there were 

no effective methods for identifying plant diseases, 

therefore one had to personally examine each plant and 

provide the proper treatment, which was very time-

consuming, labour-intensive, and needed superior 

professional knowledge and abilities [3]. Since they are the 

major source of human energy generation and provide 

nutritional, therapeutic, and other benefits, plants are 

acknowledged as being crucial. Plant diseases may harm the 

leaf at any point during crop cultivation, causing significant 

losses in crop productivity and financial value. Therefore, 

identifying leaf disease is important in the agricultural 

business [4]. 

The cotton crop is vulnerable to several illnesses as a result 

of weather fluctuations, insects like the pink bollworm, and 

a variety of other causes. These illnesses reduce agricultural 

output, and farmers now identify the illnesses based on their 

personal experience. However, across vast plantation lands, 

these sorts of eye-only inspections do not provide reliable 

data [5]. Thus, it is essential to create an automated, precise, 

and cost-effective technique for identifying leaf diseases. 

Using a deep learning technology called Convolutional 

Neural Network (ConvNet/CNN), this research aims to 

identify diseased cotton leaves. Numerous diseases, such as 

leaf spot, target spot, bacterial blight, nutrient deficit, 

powdery mildew, leaf curl, etc. may affect cotton. For 

appropriate action to be taken, illness detection must be 

done accurately [6]. Deep learning is crucial for correctly 

diagnosing plant diseases. The suggested model built on 

meta–Deep Learning is utilized to precisely detect various 
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illnesses of cotton leaves. For this research, we collected 

pictures of cotton leaves from the field. The collection 

includes 2385 pictures of both healthy and ill leaves. With 

the aid of the data augmentation technique, the dataset's size 

was expanded. The dataset was trained using our suggested 

model—the meta deep learn leaf disease diagnosis model—

as well as Custom CNN, VGG16 Transfer Learning, 

ResNet50, and ResNet50[7]. 

In this study, we examined transfer learning methods for 

identifying diseases and developed a sequential deep 

convolutional neural network for distinguishing between 

healthy and unhealthy plants. The suggested model 

outperforms pre-trained models like VGG16, ResNet50, 

and ResNetl52V2 in terms of accuracy and performance. 

Therefore, the suggested approach may be used to monitor 

huge fields for quicker diagnosis and treatment for higher 

productivity. 

With greater acreage than any other crop, cotton is 

Pakistan's most significant crop. 80% of the nation's oil and 

meal are made from cottonseed. Cotton harvests account for 

the lion's share of the country's export revenues. Cotton leaf 

disease, caused by several viruses, has had a considerable 

influence on cotton productivity and economic earnings. 

The main purpose is to find leaf disease. It also reveals the 

kind of ailment that the leaf is suffering from at the time. 

A completely automated technique has been suggested to 

handle this problem, removing the danger of human 

mistakes and shortening the time required to establish the 

severity of the illness. The proposed approach will benefit 

farmers and researchers by making cotton leaf disease 

diagnosis and management easier. 

The structure of this work is as follows: The review of 

literature is included in Section 2. The methodology of the 

investigation is presented in Section 3. Section 4 explains 

the results. Section 5 finally describes the conclusion and 

future work. 

2. Literature Review 

Plant diseases are significant problems in agricultural 

production; if they are not discovered promptly, they will 

have a detrimental effect on crop output and quality. As is 

well knowledge, early diagnosis and warning being the 

cornerstones of successful plant disease prevention and 

control, which are vital in management and decision-

making [8]. However, in many nations and regions, the main 

method for identifying plant diseases still relies on the visual 

observations of professionals or seasoned farmers [9]. This 

conventional method has numerous drawbacks, such as the 

time-consuming manual observations required in big farms 

and the prohibitive cost of frequent expert consultations 

[10]. Therefore, the automated diagnosis of plant diseases, 

which attempts to identify the signs of plant diseases as soon 

as they occur on leaves, is of considerable actual value. In 

India, one of the main drivers of economic development has 

been agriculture [11]. The soil type, local weather, and 

crop's economic worth are taken into consideration when the 

farmer chooses a crop. The agricultural sectors started 

looking for innovative ways to boost food production as a 

consequence of growing populations, changing weather 

patterns, and political unpredictability [12]. A farmer uses 

pesticides to reduce pests, prevent illnesses, and boost crop 

output. Due to industrial agriculture, poor yield, economic 

losses, and crop diseases, farmers are having issues [13]. 

Consequently, the emphasis of illness identification and 

severity is on the need to be characterized as suitable. 

The primary source of food, money and employment for 

rural residents in economically developing nations is 

agriculture. Crop loss caused by plant diseases, which 

reduces output by 20 to 30%, is the main factor affecting 

agricultural productivity [14]. Conventional methods have 

been used to diagnose illnesses in an attempt to prevent such 

losses, but they are inaccurate [15]. To reduce losses 

brought on by such illnesses, early and accurate detection of 

plant diseases is crucial. But sometimes such harvests and 

grains suffer a significant amount of damage [16], if not 

destruction, owing to a lack of suitable cultivating 

knowledge, expertise, and a sense of disease prediction. 

This results in severe hardship for the farmers as well as for 

the nation's economic growth [17]. So, to lessen the loss 

caused by diseases of plant leaves, this research attempts to 

integrate a portion of agriculture with the use of artificial 

intelligence [18]. We employed transfer learning models 

built with several CNN architectures, such as ResNet50, 

VGG19, InceptionV3, and ResNet152V2, to address this 

issue. To determine which technique performs best at 

diagnosing cotton leaf illnesses, we conducted trials using 

all four methods on the standard dataset of cotton leaves 

[19]. 

Numerous plant diseases have a substantial impact on the 

crop's quality and yield. Early identification of these 

disorders is thus very beneficial. One of the significant crops 

that is produced in great amounts and has a high economic 

value is the tomato [20]. The pace at which several tomato 

illnesses are affecting the crop is worrying. In this study, we 

implemented two convolutions neural network (CNN)-

based models, Google Net and VGG16, for the 

classification of tomato leaf diseases [21]. With the use of 

deep learning, the proposed effort seeks to identify the most 

effective method for the issue of tomato leaf disease 

detection. Complex deep-learning models have shown 

acceptable performance in diagnosing plant illnesses and 

leaf diseases [22]. But training the model takes a long time 

and a lot of processing power because of the algorithm's 

intricacy and the vanishing gradient issue. In this study, we 

investigated how well deep neural networks predicted 

healthy and ill cotton plants and leaves [23]. Three distinct 

models, including VGG16, ResNet50, and Mobile Net, were 
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compared. VGG16 and Mobile Net models provide the 

greatest outcomes on the train set, validation set, and test 

set, according to our findings [24]. Accuracy, loss, and the 

number of accurate predictions provided by the model are 

the metrics taken into account while analyzing the models 

[25]. The identification and detection of leaf diseases have 

received an increasing amount of study and attention since 

the creation and widespread use of intelligent agricultural 

systems [26]. To explore the detection and categorization of 

apple leaf illnesses, we employed data sets of healthy leaves, 

apple grey-spot disease, black star disease, cedar rust 

disease, and healthy leaves [27]. ResNet and VGG 

convolutional neural network models, as well as SVM 

classifiers for image segmentation, were employed for 

comparison and enhancement [28]. 

Plants are recognized as being essential because, because of 

their nutritional, medicinal, and other characteristics, they 

are the primary source of human energy. At any time during 

crop farming, plant diseases may affect the leaf, resulting in 

significant losses in crop output and market value [29]. As 

a result, in the agricultural business, identifying leaf disease 

is critical. It does, however, need considerable work, more 

preparatory time, and extensive plant pathogen expertise 

[30].  

3. Material and Methods  

This section contains the methodology of the study  

3.1 Proposed Framework 

The next three parts in a row will implement the 

categorization and detection of cotton leaf diseases. 

❖ Building the database of images. 

❖ Finding and extracting features. 

❖ Find and classify the illnesses affecting cotton 

leaves. 

Phase-1 involves gathering the data set and preparing it. In 

phase-2, VGG-16 is used to identify illnesses in cotton 

leaves. Creating a model for standardized non-destructive 

analysis to detect cotton leaf diseases is phase-3. Figure 1 

presents the suggested work's technique. 

 

Fig. 1.  Flow Diagram 

3.2 Dataset Collection 

Images of cotton leaves were carefully gathered from 

several cotton fields to create the dataset. Using a Canon 

D3D camera, more than seven hundred high-resolution 

pictures of cotton leaf diseases were captured. The dataset 

for cotton leaf disease was divided at a ratio of seventy-five 

percent to twenty-five percent into training and validation 

datasets. 

3.3 Pre-processing and Feature Extraction 

Preprocessing of input photographs often takes place in the 

layer labelled "input." It's conceivable that further 

preprocessing steps like size and normalization will be 

required. VGG-16 CNNs, on the other hand, needed 

substantially less preprocessing than other neural networks. 

However, to eliminate pointless differences, a simple 

preprocessing step is necessary. To identify features and 

preserve the associations between pixels in image 

processing, convolution is a crucial transformation method. 

This is performed using convolution in VGG-16 CNN. It 

does this by recognizing a certain feature using the proper 

convolution kernel. A single convolution operation may be 

carried out in both the horizontal and vertical dimensions. 

This feature extraction approach is effective and efficient 

when dimensions are appropriately lowered and a data set 

known as a feature map is generated as a consequence. To 

find and eliminate certain features from the original picture, 

the kernel of each feature identifier is inspected. In the end, 

a map illustrating the distribution of these characteristics is 

produced using elevation data. The photographs must be 

processed using specialized generic feature characterizing 

techniques, such as convolution, rather than directly 

analyzing them to correctly deconstruct the symbolic 

information present in the photos. The basic purpose of 

convolution in CNN is to automatically extract useful 

features. There aren't many convolution kernels, and they 

stay in the same settings throughout the identification of an 

individual item in the picture. Each receptive neuron has a 

weight-sharing characteristic as a result. 

3.4 Recognition Process 

A highly layered structural neural network, VGG-16 is a 

convolutional neural network created by Google. In a CNN's 

fundamental function, there are three different kinds of 

layers: coevolutionary, pooling, and entirely linked. The 

symmetric and asymmetric building blocks of Inception v3 

include convolutions, average pooling, maximum pooling, 

dropouts, and completely connected layers. Due to the great 

efficiency of these neurons, a bottleneck layer of eleven 

convolutions significantly minimizes the amount of 

computation that must be performed. The Inception 

architecture was created for this purpose: to extract 

characteristics from various layers of abstraction. To do this, 

the same network module was used for all three 

convolutions. 
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Fig. 2.  CNN's Recognition Process 

To conduct grade classification for the most common cotton 

leaf disease in Pakistan, Inception v3 was used in figure 2. 

The VGG-16 model takes a picture of the various cotton leaf 

disease classes, processes it, and then categorizes it 

according to the relevant cotton leaf disease class. Here, the 

CNN model receives as input a picture of cotton leaf 

disease. After going through many convolution and pooling 

layer processes, it serves as the input for fully connected 

layers before being subjected to the SoftMax algorithm to 

provide results for multiclass classification. 

3.5 Comparative Study 

It's possible to find a CNN algorithm architecture that's right 

for your data and your application by experimenting with a 

different number of layers and structures. On this dataset, 

we evaluate VGG16, Inspection, and Resnet for both speed 

and accuracy. 

3.6 Inception Module 

On the ImageNet dataset, the image recognition model 

Inception v3 has been proven to achieve higher than 78.1% 

accuracy. This is the culmination of the efforts of numerous 

researchers over several decades. With Inception V3, you 

get convolutions, pooling, dropouts, and fully connected 

layers in symmetric and non-symmetric building blocks. 

The batch norm is applied to activation inputs in Inception 

architecture. Softmax is used to determine the loss using a 

large data set. Convolution filters with some pooling are 

applied to the same input in the inception module and the 

output is concatenated. This architecture has the advantage 

of improving network speed by extracting multi-level 

characteristics in this manner. The (5x5) filter, for example, 

collects both global and local data. 

3.6.1 VGG16: 

The CNN architecture VGG16 is regarded as the best vision 

model architecture. The enormous number of hyper-

parameters makes VGG16 stand out among other CNN 

models. It is common practice to utilize layer kernels of 3x3 

sizes with a stride of 1 in convolution. Maximum pooling 

for a 2x2 kernel with stride 2. Max-pooling and 

convolutional layers are positioned continuously throughout 

the VGG16 design. After the CNN design and before the 

softmax, two completely linked layers are used for output. 

The neat setup of the VGG 16 is shown in Figure 3. 

 

Fig. 3.  Flow diagram of VGG16 

3.6.2 Resnet -50: 

ResNet's design, in contrast to AlexNet and VGGNet, is 

built on building-block modules (network-in-network 

architectures). Convolution, ReLU, and pooling are utilized 

as building blocks to build the network that results in the 

macro-architecture. This innovation reduced the model size 

by up to 102 MB by replacing entirely connected layers with 

global average pooling in ResNet. The 150 layers of this 

architecture stack on top of one another at regular intervals, 

and before the entire connected layer is utilized to output the 

classes, stride two is used to double the number of filters. 

One of the hyperparameters used in this approach is batch 

normalization. Each convolution layer experiences it. 

ResNet uses a 0.1 learning rate, a 1e-5 weight decay, and a 

256-batch size. The absence of dropouts is another 

important aspect to emphasize. 

 

Fig. 4.  Show Architecture of ResNet-50 

The main idea behind the development of ResNet-50 is 

introducing an identity shortcut connection to skip the 

unnecessary layer as shown at right in the above figure 4. 

ResNet covers the drawbacks of the VGG module by 

skipping unnecessary layers. It reduces the computation cost 

and improves performance. 

4. Results & Discussions 

To get the best outcomes, the suggested technique is put into 

practice. After conducting a comparison study utilizing 

several models, the findings are gathered and described 

using the suggested technique with the use of graphs and 

tables. Datasets are divided into a training dataset and a 

testing dataset with a percentage of seventy percent and 

thirty percent, respectively, to accomplish results. Larger 

training datasets of higher quality provide greater 
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performance in deep learning, according to the general rule 

of thumb. The above-mentioned dataset distribution is 

employed in the proposed work to prevent the model from 

being underfit owing to a limited training dataset. Here are 

some key terms that need to be understood to comprehend 

the outcome analysis. Figure 5 displays the cotton leaf 

disease training and validation loss using VGG-16. The 

results demonstrate that the model's training loss is 

continually reducing as the training goes on, and we halt the 

training when the loss is ideal. 

 

Fig. 5.  VGG-16 Training and Validation loss accuracy 

The primary model parameters were modified to 0.98, 

which was determined to be CNN's accuracy, after 

parameter optimization. The generalization ability was very 

strong, as shown by the F1 score of 0.9674, recall of 0.9648, 

and accuracy of 0.9563. Table 1 also displays the ROC 

curve and related AUC values. The 0.98 accuracy of our 

suggested technique, which is shown in Table 1, is evidence 

of its better performance. 

Table 1. Result 

Mode

l 

Feature Recall Precisi

on 

F1 

Score 

Accu

racy 

CNN Resnet-

50 

96.48 95.63 96.74 98% 

 

4.1 Accuracy of Model 

The percentage of all occurrences that have been properly 

categorised may be used to measure accuracy. The 

percentage of all occurrences that have been properly 

categorized may be used to measure accuracy. Predictive 

model accuracy is crucial to accurately assessing forecasts, 

which is required to create scientific evidence for use in 

decision- and policy-making. Making differences between 

observed and predicted values is necessary for the 

quantitative measurement of accuracy in predictive 

modelling. Predicted values often refer to the values that 

were modelled based on previous data used for training. 

Prediction accuracy is based on the difference between 

anticipated and actual values for fresh samples. Figure 6 

displays the cotton leaf disease detection model's accuracy 

on training and validation sets. 

 

 

Fig. 6.  Reliability of the training and validation set 

4.3 Confusion Matrix 

A popular tool for evaluating the effectiveness of 

classification models is a confusion matrix. The matrix 

(table) displays the number of cases that were correctly and 

incorrectly recognized based on the test data's actual results. 

When the model confuses two distinct classes, an 

assessment tool like a confusion matrix, for instance, 

provides a more in-depth analysis than a simple proportion 

of properly classified samples (accuracy), which might 

result in inaccurate results if the dataset is imbalanced (i.e., 

when there are huge differences in several between different 

classes). In this instance, there are n classes in the matrix. 

Binary classifiers have simply two categories: yes and no, 

positive and negative, and male and female. The predicted 

and observed events are cross-tabulated into four categories 

in a confusion matrix: The confusion matrix for the VGG-

16 is shown in Figure 7.  

❖ True Positive (TP): Predicting a label accurately. 

❖ True Negative (TN): Predicting the other label 

with accuracy. 

❖ False Positive (FP): Predicting a label 

incorrectly. 

❖ False Negative (FN): Labels that are missing or 

incoming. 

 

 

Fig. 7.  Confusion Matrix of VGG16 

4.3 Recognizing Cotton Leaf Disease 

The experimental results show how the model predicts a set 

of test images. The results illustrate the model's 

functionality in figure 8. In photos of cotton leaves, the 

trained model recognizes the four classes.  
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Fig. 8.  Model prediction using a series of test photos. 

5. Conclusion and Future work 

The acquired findings have led to the conclusion that deep 

learning VGG-16 has offered a superb answer to the picture 

classification issue. There is no need to manually extract the 

features for image classification in CNN since it 

automatically learns crucial picture aspects including form, 

texture, colour, size, and flaws that drastically minimize 

error. To extract unique features, CNN employs kernel 

matrices as local feature extractors. The model has to be 

tuned by adjusting the hyperparameter to identify a set of 

kernels from which to extract a useful discriminative 

feature. However, Deep Learning is the most effective 

method for classifying fruit images and determining their 

nutritional content. Using this method, results are 98% 

accurate. This research offers a methodical, non-destructive 

technique for treating cotton leaf disease. Farmers would 

benefit from detection to avoid loss. Farmers would benefit 

from the ability to detect cotton leaf disease to avoid loss. In 

the future, we may create mobile applications with end users 

who have been educated to identify cotton leaf disease. 

Farmers would benefit from detection to avoid loss.  
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