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Abstract: Computer vision is used for learning image recognition, where a CNN algorithm is used to carry out the learning of the image 

itself. In this paper, a comparison is made between the two algorithms to determine which is better by comparing VGG16 and Inception 

V3 using a dataset that distinguishes the types of organic waste and recyclable waste. This study proposes algorithms using VGG-16 and 

Inception V3 that use a semi-supervised learning system to train algorithms from different images. By training the two algorithms, it can 

be seen that VGG16 and Inception V3 have quite good accuracy, but for the dataset used, it is better to use the VGG16 algorithm because 

Inception V3 has a fairly complicated algorithm model that makes the performance of the algorithm with the dataset not optimal. Therefore, 

further research is needed to optimize the two models to train the dataset. This case is taken because waste management is still a problem 

for our environment. 
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1. Introduction 

Human population in the world is increasing each year, as 

well as the growth of technology that always continues to 

develop. The more human population in an area the more 

waste is produced. World bank reports show that nearly 4 

billion tons of waste worldwide each year. People like to 

bury waste in the land, thrown in the street, thrown in the 

sea. Indonesia itself produces more than 64 million tons of 

waste[1]. Indonesia in 2025 based on the news report will 

be the second largest contributor of plastic waste in the 

world. According to data from the Ministry of Environment 

and Forestry[2], the total waste produced in Indonesia is 

175,000 tonnes per day. Waste is a problem that has a direct 

or indirect impact on humans and the environment. People 

need to manage waste so the world can be saved. 

In several studies, waste has been classified into two classes: 

organic and inorganic, such as research conducted by 

organizing waste, especially organic sections that can be 

recycled or not[3]. organizing waste using algorithms in 

Computer Vision such as VGG16 and Inception V3 that will 

compare which model has a good accuracy to classified 

waste between organic and recyclable waste. Waste 

classifiers are being developed in many countries that 

researchers have been attempting to make and develop 

waste classifiers. Wang used CNN with the VGG-16 model 

on a waste dataset consisting of 47,000 images and an 

accuracy of 86.1%[4]. The accuracy of the model in 

classifying organic and inorganic waste still can be 

improved with hyperparameter optimization. So this paper 

will compare the model VGG-16 and Inception V3 in 

classifying organic and recyclable waste that is a little bit 

different from Wang research that uses organic and 

inorganic dataset. 

In recent years, many technologies have finally used 

computer vision techniques to deepen several sectors in the 

field of informatics engineering so that they can develop this 

technology better in the future. There are many ways to 

improve deep learning performance, one of which is using 

hyperparameter optimization, which sets parameters in the 

CNN algorithm that can improve performance and accuracy 

[5]. This optimization technique uses a metaheuristic 

technique which is carried out to find a fixed layer 

architecture which is not suitable for making CNN models 

because there are layers that are not known when making 

the model[6]. 

The comparison of the two CNN models, namely VGG16 

and Inception V3, demonstrates that both models study the 

same dataset and produce the same results, implying that 

more research will be conducted to develop these two 

models to achieve better results in terms of accuracy and 

efficiency of use model. 
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2. Basic Theory 

2.1. Computer Vision 

Computer Vision is a computation that is combined with a 

camera, artificial intelligence that can see or identify 

objects. Computer Vision uses deep learning to form a 

neural network which guides the system in management and 

analysis. Computer Vision is also a computer that can see 

objects around it and the computer will analyze the image 

itself which we will direct to the computer to perform certain 

commands. Computers in technique use specific software 

algorithms to obtain visual information, process it, and 

analyze the data [7]. 

The function of computer vision is where the information 

obtained can be clearer by knowing the object to be used 

where we as humans have difficulty seeing these objects so 

with computer vision it can make it easier to see these 

objects clearly. Then there is an analysis of computer vision 

which can capture the image and process it further to carry 

out what commands we as developers use [8]. 

2.2. Deep Learning 

Deep Learning is a subfield of machine learning concerned 

with algorithms inspired by the structure and function of the 

brain called artificial neural networks. Deep Learning 

differs from traditional machine learning techniques in that 

deep learning automatically performs representations of 

data such as images, video, or text without introducing code 

rules or human domain knowledge [9]. 

Deep Learning refers to a group of deep learning algorithms 

that are influenced by the structure of the human brain. Deep 

Learning algorithms make use of multi-layered neural 

networks with non linear input data transformations that 

steadily raise the level of abstraction [10].  

Deep learning can achieve greater identification precision 

than ever before. This enables consumers to exceed 

customer needs, which is important for safety-critical 

technologies such as self-driving vehicles. Deep Learning 

has progressed to the point that it now surpasses humans in 

certain functions, such as classifying objects in pictures 

[11]. 

2.3. Transfer Learning 

Deeper neural networks require a lot of processing power to 

train, and creating them takes a long time. Transfer learning, 

a well-liked deep learning technique, uses pre-trained 

models as a starting point in computer vision and natural 

language processing, which can minimize computational 

resources and shorten the time needed to create an ideal 

model. In transfer learning, the basic network is trained first 

on the data set and the basic task, and the learned features 

are then reused or transferred to the second target network 

to train on the target data set and task. This technique tends 

to operate if the traits are universal, that is, applicable to 

fundamental and objective tasks rather than being particular 

to those activities [12]. 

2.4. Convolutional Neural Network 

Image classification is one of the computer vision features 

that studies how a computer can see and understand what it 

sees visually. CNN is the most popular deep learning 

algorithm, and it has been widely used in image 

classification due to its high ability to classify images and 

patterns correctly or precisely. Image classification 

algorithmic methods include K-means, SVM (Support 

Vector Machine), and CNN (Convolutional Neural 

Network) [13].  

CNN uses the convolutional process to its advantage by 

applying a convolutional kernel of a specific size to an 

image [14]. The convolutional results are then used as input 

to generate a feature representation. CNN can recognize an 

object thanks to convolution.  

This process will be repeated for all parts of the image. 

Furthermore, the max-pooling process reduces the number 

of parameters while retraining the essential information 

from each component and lowering the image’s resolution 

[15]. Meanwhile, the fully connected layer is the vector that 

results from several convolutions and pooling operations on 

the multilayer perceptron [16]. 

3. Proposed Method 

In this research we used a public dataset that consists of 

25077 images of organic waste and recyclable waste. The 

dataset itself has been licensed by CC BY-SA 4.0. Before 

the data is processed, the data is divided into three parts, 

namely training, validation, and testing. We divided it to 

63% training, 27% validation, and 10% testing. 

 

 

Fig. 1.  Dataset Class 

Figure 1 shows us that the dataset consists of 55.69% of 

organic waste image and 44.31% recyclable waste image. 

The data will be pre-processed so it can be used optimally. 
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With the help of OpenCV we can read the data but it will be 

read as BGR color. We can convert it back to RGB by using 

the OpenCV function. The data scale is also changed into 

224 x 224 pixels so it can be used optimally. 

 

Fig. 2.  Flow of the Method  

In this research we will use two different deep learning 

models namely VGG16 and InceptionV3. Figure 2 shows 

the step of the method that we use. In the Hyperparameter 

Tuning step we tried to modify the learning rate, drop out 

rate, activation function, optimization algorithm, batch size, 

and epochs to find the optimal hyperparameter value. The 

evaluation step will show us the accuracy and loss in the 

training process and testing process. 

 

Fig. 3.  VGG16 Architecture [17] 

The deep learning model VGG16 is made of 13 convolution 

layers, 3 fully connected layers, and 5 max pooling layers as 

shown on Figure 3 [19]. The name itself came from the sum 

of 13 convolution layers and 3 fully connected layers, which 

is 16. The convolution kernels in each convolution layer in 

the VGG16 will increase from 64 to 512 [20]. In this 

research half of the VGG16 parameters will be freezed so 

half of the parameters can be trained but still maintain the 

other half trained information. 

 

Fig. 4.  Inception v3 Architecture [18] 

The Inception V3 model in general is made of 6 convolution 

layers, 2 max pool layers, 3 inception with module A, 5 

inception with module B, 2 inception with module C, a 

linear layer, and a softmax layer [18]. Below are the Figures 

for the modules architecture. In the earlier Inception version 

they used to have a larger spatial layer such as (5x5). This 

convolution will cost an expensive amount of computation. 

To reduce it in Inception V3 they replace the (5x5) 

convolution layer into two (3x3) convolution layers. This 

will reduce the computational cost because the parameters 

are decreased. For example, the (5x5) convolution layer will 

give 25 parameters and a single (3x3) convolution layer will 

give 9 parameters. The (5x5) convolution layer costs 2,778 

times more than the (3x3) convolution layer [18]. 

 

Fig. 5.  Inception Module A 

 

Fig. 6.  Inception Module B 
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Fig. 7.  Inception Module C 

In this research half of the Inception V3 layers will be 

freezed so half of the parameters can be trained while 

maintaining the other half trained information. 

At the start of both models an input layer will be added with 

input size of (224, 224, 3). At the end of both models a 

global average pooling 2D will be used to get the average 

pool, a dropout layer will be added by 0.5 value to reduce 

half of the neurons during training and to reduce overfitting, 

and lastly a dense layer for classify purposes. 

4. Comparative Analysis 

Efficiency of the algorithm that has been tested where there 

are two algorithms namely using VGG16 and Inception V3 

where each algorithm has a different number of total 

parameters transferred. The total parameters of the first 

algorithm which is InceptionV3 are 21.806.884 with 

separators as trainable parameters of 10.545.090 and non-

trainable parameters of 11.261.792. Meanwhile, the second 

algorithm which is VGG16 has a total of 14.715.714 

parameters with 7.080.450 trainable parameters and 

7.635.264 non-trainable parameters. From the differences in 

the parameters used for transfer learning where the number 

of parameters affects how well the algorithm works to 

produce high accuracy so there will be experiments to 

improve the accuracy of the two algorithms by comparing 

the loss and accuracy of the training and testing in the two 

algorithms. 

Table 1. VGG16 Test Result 

VGG16 Test Result 

Epoch Accuracy Loss 

1 89,53% 0,29 

2 90,37% 0,29 

3 90,49% 0,29 

4 91,33% 0,25 

5 91,05% 0,27 

6 91,60% 0,24 

7 91,05% 0,29 

8 88,30% 0,41 

9 91,80% 0,27 

10 92,32% 0,25 

11 91,21% 0,34 

12 91,13% 0,34 

13 91,01% 0,37 

14 90,93% 0,36 

15 92,16% 0,40 

16 91,68% 0,38 

17 90,53% 0,43 

18 90,17% 0,56 

19 90,93% 0,55 

20 91,88% 0,54 

21 90,77% 0,65 

22 90,05% 0,68 

23 91,80% 0,57 

24 91,56% 0,67 

25 92,12% 0,46 

 

Table 2. Inception V3 Test Result 

Inception V3 Test Result 

Epoch Accuracy Loss 

1 90,01% 0,27 

2 89,65% 0,27 

3 91,25% 0,25 

4 90,97% 0,26 

5 90,81% 0,29 

6 91,44% 0,27 

7 91,09% 0,33 

8 90,77% 0,33 
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9 91,05% 0,34 

10 91,72% 0,33 

11 91,05% 0,37 

12 91,21% 0,38 

13 91,36% 0,38 

14 90,85% 0,41 

15 91,05% 0,42 

16 91,56% 0,40 

17 91,25% 0,46 

18 89,45% 0,53 

19 91,64% 0,41 

20 91,21% 0,45 

21 91,72% 0,44 

22 92,08% 0,40 

23 91,17% 0,48 

24 91,68% 0,43 

25 91,01% 0,48 

 

Overall, a comparison of the two deep learning models can 

be seen from each epoch that we run with the same number 

of epochs, where for the VGG16 model in Table 1, the 6th 

epoch gets a fairly high accuracy of 91.60% with a fairly 

small loss of 0.24, but when compared with the Inception 

V3 model in Table 2, when it was in epoch 3, it got similar 

accuracy with a relatively small loss ratio of 91.25% and 

0.25 loss. 

 

Fig. 8.  VGG16 Train Accuracy Graph 

 

Fig. 9.  VGG16 Train Loss Graph 

 

 

Fig. 10.  Inception V3 Train Accuracy Graph 

 

 

Fig. 11.  Inception V3 Train Loss Graph 
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Fig. 12.  Heatmap VGG16 Confusion Matrix 

The confusion matrix for the VGG16 model can be seen in 

Figure 12. In the prediction of organic waste, there is a 0.96 

correct prediction and 0.04 wrong prediction. Meanwhile, in 

the prediction of recyclable waste, there is a 0.87 correct 

prediction and 0.13 wrong prediction. 

 

Fig. 13.  Heatmap Inception V3 Confusion Matrix 

The confusion matrix for the Inception V3 model can be 

seen in Figure 13. In the prediction of organic waste, there 

is a 0.97 correct prediction and 0.03 wrong prediction. 

Meanwhile, in the prediction of recyclable waste, there is a 

0.84 correct prediction and 0.16 wrong prediction. 

5. Conclusion 

In this research, it appears that the classification of waste 

can be done using image classification with the help of deep 

learning algorithms. By optimizing the hyperparameter of 

the transferred learned models, we can achieve a fairly high 

accuracy, which is 91.60% for the VGG16 model and 

91.25% for Inception V3 model. 

From the comparison of the accuracy of the two, it can be 

seen that Inception V3 has a bit lower accuracy than 

VGG16, it seems that the dataset that we used for this 

problem is more compatible for VGG16. Both of the models 

can still be tuned to achieve better accuracy.  
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