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Abstract: This paper deals the Speech Recognition Intelligence System for Desktop voice Assistant by using AI &IoT, with statistical 

testing of hypothesis. In the modern era of reckless technology, we are able to carry out tasks that we never could have imagined we 

would be able to prepare for. However, in order to carry out these daydreams, we need a method that makes it simple for us to automate 

the things we do every day. As a result, we created applications like Voice Assistant that can communicate with us solely through human 

interaction. A voice assistant can be used by a number of applications, including AI and IoT. It has the ability to alter how users and 

machines communicate. By using voice commands, the user can access all of the features of this application, which has been designed to 

work with mobile phones.The primary difficulties and drawbacks of various voice assistants will be discussed in this paper. In this paper, 

we talk about how to make a voice-based assistant that doesn't need cloud services, which would help these devices, grow in the future. 

Keywords: SRIS, DVA, AI, IoT. 

1. Introduction 

A desktop application known as a Voice Assistant 

enables users to perform a variety of tasks, including the 

language [1]. 

The following are our project's goals: 

• Give the voice assistant a verbal command to open 

any website in the browser. 

• Has the ability to speak the results of calculations. 

• Use speech to respond to questions. 

• Send an email to the desired individual. 

• Launch the various desktop applications and 

programs that are available. 

• Start YouTube and load the videos you want. 

• Open Wikipedia and look up information about a 

particular subject. 

Wouldn't it be nice for everyone to have the opulence of 

having a personal assistant who always attends to your 

calls, takes care of all of your needs, and takes the 

necessary actions when they arise? Voice assistants have 

made this opulence possible [2]. After hearing your 

voice command, they can do a lot of things. They can 

also answer questions, send emails, play music, and do 

other things for you [19][20][21]. 

Nowadays, the technology is only well-known for the 

user experience because these applications and services 

are easy to use from anywhere, regardless of where we 

are. Windows, Apple, Android, and so on are a few 

popular and well-known mobile operating systems [3]. 

Users of each of these Structures can take advantage of 

numerous applications and services. The user can 

connect a call or send an SMS to another user through 

the application. The contact information is kept in the 

Contacts applications. Through the Play Store, Apple 

Store, etc., numerous apps of a similar nature are 

available worldwide. All of these features result in a 

variety of different functionalities that can be used in 

mobile devices.The most significant innovations in 

speech recognition systems date back a very long time 

[4]. Recently, large-term speech recognition has been 

designed to work wellASR and Search in addition to 

Search. Voice service performance is improved through 

a variety of means [22][23]. 

It was designed to assist blind individuals who can work 

with their voice. It is able to recognize voices without 

internet. It also has mobile features like controlling a lot 

of applications and connecting to the network with voice 

commands. Additionally, it has features like Keyword 
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Learning and Voice Pattern Detection. That makes using 

mobile devices much easier for the end user. It actively 

responds to the user's voice and is not dependent on the 

user's language. It runs faster than other applications for 

Online Voice Search [5]. 

Have a straightforward user interface that makes it easy 

for users to use the device [24][25]. 

Speech production is a non-natural method for sounding 

human. The goal of a speech synthesizer system is to 

mimic human speech.This project was funded because it 

would make it easier for the elderly and disabled in our 

society to use computers and phones. This was 

accomplished skillfully with the development of a 

speech recognition application that enables users to 

perform straightforward system tasks like: Using voice 

commands, they can check the time, open programs, 

search the internet for any information, and even start 

various applications and files on their system [6]. 

Using a microphone as an input device and the ASR 

model in Cloud Servers, the speech recognition sample 

will be able to recognize and transform unwanted user-

generated noises into text; the text is then sent to Cloud 

Servers applications for analysis, and the results are 

provided in Fig 1 and Fig 2 as the basics of Voice 

Modification Module and Formation of AI &IoT voice 

assistant [26][27]. 

 

Fig 1. Voice Modification Module 

 

Fig 2. Formation of AI &IoTvoice assistant 

2. Methodology 

• Natural LanguageProcessing is the technology 

behind voice assistants that is utilized the most 

frequently. NLP relies on artificial intelligence, or 

intelligence performed by machines rather than 

humans, which necessitates a substantial data set. 

Automatic Speech Recognition, Natural Language 

Understanding, Natural Language Generation, and 
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Text-to-Speech are its four components [7] 

[28][29]. 

• All speech signals are converted using the ASR 

model into their respective words or words in a 

string. The vocabulary is expanding at a steady rate. 

A single word is easier to recognize than a 

continuous speech. The speaker's speech error rate 

can be influenced by their accent. It has been 

determined that the error rate of English with a 

Spanish or Japanese accent is three to four times 

higher than that of standard English [8]. 

• The most crucial step following ASR speech-to-text 

conversion is to comprehend the meaning of the 

text closer to the user's understanding. Ambiguity 

and variability are the issues with NLU [30]. 

• The process of putting the process into words is the 

process. It is the development of a language that is 

human-like and has some sense. The two phases of 

the NLG process—what to say and how to say—are 

further subdivided [9]. 

• Speech synthesis is another name for text-to-speech 

software. It is the final stage in making voice 

assistants. Text synthesis and waveform synthesis 

are the two steps in this process. Words are 

converted into speech in text synthesis, and the next 

step, waveform synthesis, is the creation of the 

desired sentence using speech samples from before 

in Fig 3. 

 

Fig 3 AI&IoTvoice based system 

 

Fig.4 AI &Iot based items for voice deduction 

The speech recognition module's response is parsed by 

Python's backend to determine in a TTS Engine to create 

a sound file [10]. The TTS engine is available from 

third-party developers in a wide range of dialects, 

languages, and specialist vocabulary with all AI and IoT 

based item are given in Fig 4. 

3. Results and Discussion 

A remote helper is by all accounts a speedy and 

proficient helper. If it is necessary, the family members 

or coworkers are in the systems.The four layers that 

make up our Desktop Voice Assistant (DVA) are as 

follows [11]: 

• Text to speech 

• Analyzing text. 

• Interpret Instructions 

• Speech to text 
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It is software that can translate audio into text. It cannot 

comprehend anything you might say. For computers, 

converted text is just letters. This text is converted into a 

computer command because the computer understands 

commands [12]. A computer command is made up of 

functions and their parameters. Third Layer: Internal 

Commands. It is doing little at this level [13].  

ONE WAY ANALYSIS OF VARIANCE 

One Way Analysis of Variance is used to find the 

significant differences between respondents' perceptions 

of the VRI components in relation to their various 

demographic profiles in Table 1. 

Table 1: Analysis of the Variance among two groups from Desktop voice Assistant 

Group 1 and group 2 Sum of Squares df Mean Square F Sig. 

AI Between Groups 4 10 .663 2.503 .031 

Within Groups 60 250 .265   

Total 66 255    

IoT Between Groups 14 10 2.620 9.414 .000 

Within Groups 67 250 .278   

Total 79 255    

SRIS  Between Groups 7 10 1.251 4.832 .000 

Within Groups 61 250 .259   

Total 67 255    

DVA Between Groups 9 10 1.641 3.602 .004 

Within Groups 107 250 .456   

Total 115 255    

AI Between Groups 0.3 10 .045 .895 .485 

Within Groups 12 250 .050   

Total 12 255    

IoT Between Groups 5 10 .970 5.798 .000 

Within Groups 40 250 .167   

Total 44 255    

SRIS  Between Groups 1 10 .209 2.067 .070 

Within Groups 24 250 .101   

Total 25 255    

DVA Between Groups 3 10 .465 1.971 .084 

Within Groups 56 250 .236   

Total 58 255    

 

Testing of Hypothesis:  

The job satisfaction factor (F=2.503, P.05), the role of 

the family factor (F=9.414, P.05), the life satisfaction 

factor (F=4.832, P.05), the impact of work on family 

(F=3.602, P.05), the family-related factor (F=5.798, 

P.05), and the individual benefits factor (F=7.267, P.05) 

significantly differ between respondents of different 

ages. The work-related factor (F=.895, P>.05), personal 

factor (F=2.067, P>.05), social factor (F=1.971, P>.05), 

and psychological factor (F=2.207, P>.05) among 

respondents of different ages are not significantly 

different from one another in Fig 5. 
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Fig 5. Statistical analysis of DVA 

4. Conclusion 

We discussed on Speech Recognition Intelligence 

System by using AI &IoT, and statistical analysis of 

approached for testing of hypothesison Desktop voice 

Assistant. To create a smart assistant, we must combine 

Artificial Intelligence (AI) &IoT with Natural Language 

Processing to create Voice Assistants. In this paper, a 

Python-based Voice-operated Assistant was discussed. 

This assistant is a program that performs fundamental 

tasks like updating the weather, streaming music, 

searching Wikipedia, and opening desktop applications. 

Only applications can be used with the current system's 

capabilities. In subsequent versions of this assistant, 

Artificial Intelligence (AI)&IoT will be incorporated into 

the system. This will result in improved 

recommendations based on IoT to manage nearby 

devices. 
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