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Abstract: The rise of content overload on the internet has brought us a new issue for both consumers and service providers. To reduce the 

quantity of material shown, such as movies, music, or other items, Netflix and Amazon utilise recommender algorithms and user profiling, 

which try to direct the user through the available information. These technologies amass information about the user in order to provide 

customised experiences. The majority of current recommender systems use a content-focused approach, yet they often miss the nature of 

consumers' demands. This paper presents a hybrid approach to improving user profiling of content streaming platforms in order to improve 

user experience. In this paper, user experience was improved by hybridising the model with a similarity score and by hybridising the 

collaborative learning of the CNN model with latent based matrix factorization. The result was evaluated based on different latent sizes 

and also validated using 10-fold cross-validation. The result shows its superiority with respect to existing state-of-the-art models.  

Index Terms: Recommendation System, Collaborative Learning, Deep Learning, User Profile, Content Streaming. 

1. Introduction 

Several countries adopted social distancing rules as a 

result of COVID-19, prompting theatres to limit or even 

close their doors, encouraging people to stay at home, and 

supporting the increase of OTT platform subscriptions. As 

a result, we came to the conclusion that it was time to 

investigate more OTT platforms. The Internet has more 

and more information and audiovisual content, which 

makes it harder to find what you're looking for. This is 

called cognitive load. Various techniques, such as online 

directories, online tools, and recommendati 2020 and 

Iftikhar Alam et.al 2021 ] on algorithms, have been 

developed to address this problem. [Bradley K et.al 2000, 

S. Amara et.al]. Today, users can access a v.ariety of 

services via a variety of electronic devices (such as 

smartphones and tablets) [C. I. Eke et.al 2019 and R. Kaur 

et. Al 2018]. User profiles are becoming increasingly 

crucial for service providers in this aggressive market to 

achieve effective service for the virtual representation of 

the data. User profiling (UP) is a critical and required step 

as a result. In customised services, users' needs, 

preferences, and aspirations are matched with service 

delivery [R. Sharma et.al 2017, M. E. Ibrahim et.al 2019, 

Shristi Shakya Khanal et.al 2020 and Sha Zhao et.al 

2019]. The efficacy of these services is measured by how 

effectively the service provider comprehends and reflects 

the user's needs. User profiles, which are representations 

of persons, are created through the UP process. The user 

profiling process has two major problems. Creating a 

user's first profile is one of them, as is routinely updating 

it to reflect the user's evolving preferences, interests, and 

needs. Today, a lot of online businesses employ 

recommendation algorithms to pair customers' 

preferences with songs, movies, and other media. These 

tools are designed to help customers identify products that 

suit their preferences. [10]-[17]. This study looks at how 

a user profile and recommender system can be used to 

improve the streaming experience for users on multiple 

platforms.  

A user profile is a set of information and interests about a 

specific person. It's a clear digital representation of a 

user's identity in working situations, like operating 

systems, software programmes, or websites [15, 18]. The 

user profile assists in identifying a user's characteristics as 

well as determining the viewer's interaction interests and 

preferences. The primary purpose of user profiling is to 

collect information about users and their preferences. 

Many studies on profiling in the context of recommender 

systems have been undertaken, and several profiling 

techniques have been developed over time. In general, 

data mining and machine learning methodologies have 

advanced user profiling. Everything started with the 

knowledge-data discovery paradigm [19]-[24].  

The taxonomy of user profiling is shown in Fig. 1, and it 

contains categories like static and dynamic profiles as well 

as two different kinds of dynamic profiles: short-term and 
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long-term user profiles. Additionally mentioned are the 

stages of user modelling and user procedures.

 

Fig. 1:User Profiling Taxonomy 

The increase in social network usage has an impact on 

both user social interaction and entity profile sharing. 

Because of the volume of user data transferred across 

various OTT platforms, protecting individual users' 

privacy has become a key responsibility. Because of this, 

personal profiles are being used more and more to make 

profiles of people. This is a hard problem to solve because, 

most of the time, there is no good way to tell the difference 

between a fake profile and a real one [25–32]. An in-depth 

examination of fraudulent user ID detection methods and 

strategies will aid in the detection of bogus profile 

information while also enhancing trust in profile 

information. An extra security mechanism is required to 

reinforce the user profile and make it difficult for an 

intruder to misrepresent it [33],[34]. Basic diagram of a 

user profiling is shown in Fig 2. A recommender system 

is needed to forecast which movies, web series, and 

platforms a person will watch. A succession of 

recommendations may be made depending on the various 

user profiling techniques [12][13][41].  

 

Fig 2: Basic Flowchart of a Recommender 

2. Literature Review 

Jing  et al. [14] proposed an unique hybrid 

recommendation method is developed, which depends on 

the idea of combining movies type and viewers 

recommendation list to determine user similarity. The 

suggested approach alleviates the issue of data sparsity 

and changing user interests, and gives more accurate 

recommendation results than certain current algorithms, 

according to experimental findings. The end result is as 

follows: The suggested technique has a lower MAE than 

any of the previous methods, ranging from 1% to 12%. 

The training set accounts for 89.350 percent of the total 

information, whereas the test set accounts for 10.640%. 

M. He  et al. [15] discussed the goal of online news RS is 

to combat the data overload of news and provide 

consumers with individualized suggestions. However, 

most current approaches employ static representations of 

user profiles, and there has been limited study into 
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effective user modeling that can dynamically capture user 

interests in news subjects. On real-world datasets, 

researchers ran numerous tests comparing the technique 

to state-of-the-art approaches, and the findings show that 

the approach greatly increases accuracy and efficacy in 

news recommendation. 

B. Zhu  et al. [16] allocated a dependability rating to every 

prediction and recommendation is crucial in todays 

modern recommendation system: users should be aware 

what suggestions are acceptable and which will be 

dangerous. Model-based work on collaborative filtering 

dependability have received little attention despite its 

growing importance. The reliability for every forecasting 

is calculated using a matrices factorization-

dependent architecture and approach described in this 

work. The reliability values obtained have indeed been 

tested, and then when employed, they improve predictions 

and recommendation accuracy in a variety of 

recommendation system; they also provide a recognizable 

range of possible values for users. The best experiment 

results for Proposed technique using Netflix data are 

0.229, which has the greatest (negative) correlation 

values. 

Z. Zhu  et al. [17] offered a user profile model in this work 

to explain viewers preference from many angles. Then, 

based on the user's reading behavior and the popularity of 

news, explore the degree of the user's preferences and 

offer  technique for calculating the user preferences on 

various type of news. This strategy might help create more 

accurate user profiles. Furthermore, they provide a 

dynamic system for news suggestion that takes into 

account both type of user preferences. The results of the 

experiments show that our strategy may increase the 

recommendation effect greatly. 

Sipra  et al. [18] suggested a new customized online 

recommendation system. The web pages are initially 

transformed into a series of sequences. To determine the 

neighborhood of each user profile, an effective clustering 

technique known as clustering is used. The proposed 

method is then utilize to mine the frequently visited web 

sites using the association rule mining approach. Finally, 

the results of the experiments reveal that the suggested 

technique prioritizes web sites and also suggests similar 

web pages. Finally, the experimental results reveal that, 

when compared to current approaches, the suggested 

strategy enhanced web page suggestion accuracy by 50-

60%. 

Ouaftouh  et al. [19] suggested a model based on 

collaborative filtering. This method is based on 

extrapolating a portion of a user's interests from the 

preferences of different viewers with similar user-profiles. 

The clustering method is used to provide collaborative 

filtering among the many ways. Based on a case study, 

researchers provide a comparison of hierarchical and flat 

user profile clustering in this paper. The suggested method 

is based on a collection of user profiles from an e-

commerce setting. 

Chaurasiya et al. [20] proposed collaborative filtering to 

create suggestions, a review-based recommendation 

technique is suggested in this study. Using the benchmark 

item-based collaborative filtering algorithm, the proposed 

technique uses review text as user input to create 

predictions. The raw review dataset, which contains a 

thorough user response to the product, is pre-processed 

before sentiment intensity ratings are calculated. When 

compared rating-based approach, the suggested 

recommendation model shows an increase in recall and a 

drop in RMSE. Amazon Videos has a Recall Score of 

0.7369, while Automotives has an RMSE Score of 0.8072. 

Bandana et al.  [21] proposed NB and SVM based 

Recommendation system.  The system model is built 

using heterogeneous characteristics such as ML features, 

as well as techniques Naive Bayes and SVM supervised 

learning method. Based on implementation and 

observation, the suggested heterogeneous features and 

hybrid technique may provide a more accurate sentiment 

analysis system than existing baseline systems. 

Researchers can utilize these heterogeneous traits to 

develop advanced and more accurate models utilizing 

Deep Learning (DL) methods in the future for huge data. 

The results suggest that using the Naive Bayes algorithm 

with a data set of 250 training and 100 testing, 89 percent 

accuracy and precision can be reached. 

Luong Vuong et al. [22] presented a novel content-

dependent CF method rely on item similarities in this 

article. Presented a novel method for determining movie 

similarity based on extracted characteristics such as 

username , and narrative material. To implement the 

measurement, researcher split two distinct processes. The 

first step is to convert all of the movie's retrieved features 

to vectors. researcher used the Word2Vec embedding 

approach in particular. In the second stage, researcher 

used Vector Soft Cosine-based Similarity to measure each 

feature, and then researcher got a set of movie similarity. 

The results of the experiments showed that the suggested 

techniques can successfully manage sparse datasets. The 

experiment was carried out using actual data from system. 

The testing findings revealed that the suggested approach 

consistently outperformed the competition in terms of 

Accuracy, Precision, Recall, and F1 metrics. The 

suggested similarity measure will be applied to other 

kinds of recommendation systems in the future, and the 

similarity will be measured using other metrics. 82.6360 

is the Accuracy metric. 83.44 is the precision measure. 

77.300 is the recall measure. 81.027 is the F1 metrics 

value. 
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Yi S et al. [23] used machine learning algorithms to learn, 

analyze, and categorize product and store information 

based on user experience. Machine learning algorithms 

have been shown to outperform other methods based on 

the findings and comparisons. When compared to other 

current methods, the suggested HRS system has higher 

MAPE of 96 percent and accuracies of almost 98 percent. 

The suggested HRS system's mean absolute error is 

approximately 0.6, indicating that the system's 

performance is very effective. This method may be 

expanded in the future to collect consumer interest for 

various goods in different geographical areas. Some of 

their contributions are presented in table 1.

Table 1: Major Contributions of Researchers 

Ref  Method  Dataset  Discussion  

[14] Hybrid recommendation 

method 

Movie review set Achieved MAE ranging from 1 % to 

12%. 

[18] Fuzzy C-Means MSNBC dataset Achieved accuracy of approx. 50-60%. 

Enhanced web page suggestion 

[20] Product Recommendations 

Using User Review 

Amazon Videos, uses review 

text 

Achieved recall score of 0.7369  and 

RMSE of 0.8072. 

[21] Naive Bayes (NB) and Linear 

Support Vector Machine 

(LSVM). 

Product Recommendations 

Using User Review 

Achieved 89% of accuracy. 

[22] Content-based CF approach Movie’s data extracted on 

different basis such as title, 

genre etc.  

Achieved 63.6% of accuracy and 

precision of 83.44. 

[23] Machine Learning algorithms - Achieved MAPE of 96%, accuracy of 

98% and MAE of 0.6. 

Machine learning algorithms outperform 

than other approaches. 

 

3. Methodology 

User profiling's primary job is to collect information about 

users and their interests. In the subject of recommender 

systems, much investigation has been performed on 

profiling, and numerous profiling approaches have been 

developed throughout time [43]-[45]. In general, user 

profiling has progressed as a result of the data mining and 

machine learning methodology. In our study, we propose 

a CNN based recommender system using TD-IDF and 

cosine similarity scores. The broad steps of working are 

shown in fig. 3. 

 

Fig. 3: Steps of Working 

Fig 4 shows the more detailed working flowchart which is 

divided into three main parts data cleaning, data 

visualization using TD-IDF, Cosine similarity and matrix 

factorization, further data analysis is performed using 

collaborative learning to calculate the recommendation 

output. Each step are discussed in below sections: 

•Data Cleaning

•Exploration

Tier_1

•Data 
Visualization

Tier_2

•Analysis

Tier_3

•Recommendation

Tier_4
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Fig. 4:Flowchart of Methodology 

3.1 Tier-1: Data Cleaning 

Movie lens [24] dataset was used in this work. For this 

paper, movielens25M dataset was taken. The 

methodology will use this information to do exploratory 

data analysis (EDA) in order to find solutions to some 

intriguing. For data cleaning, recognizing erroneous, 

missing, faulty, inappropriate, or missing bits of 

information and then altering, changing, or removing 

them as required is part of the data cleaning procedure. 

3.2 Tier-2: Data Visualization and Analysis 

Fig 5 shows the data visualization steps. It is done in two 

steps first the term frequency-inverse document frequency 

(TD-IDF) and then cosine similarity (CS) as well as 

matrix factorization (MF) is evaluated using three type of 

scores given as follows: 

1. On the basis of user 

2. On the basis of movie 

3. On the basis of rating 

 

Fig 5:Steps for Data Visualization 

3.2.1 Term Frequency- Inverse Document 

Frequency  

TF-IDF is commonly used to determine the statistical 

probability of word frequency in a data set in a variety of 

activities, such as textual analysis, data mining, and online 

databases. It assesses the significance of a given word in 

a given text. Equation 1 shows how to calculate a TF-IDF 

score using two words: Term Frequency (TF) and Inverse 

Document Frequency (IDF). 

 eco  endation

 tart

 ata   eanin 

 ata  x  oration

      

 osine  i i arit      Matrix  actori ation  M  

 o  a orative  earnin   rediction Mode      M 

   

 i  

   

    M      n M  n

 vera e  o 

D
at

a 
V

is
u
al

iz
at

io
n

Cosine Similarity
User ID, Movie ID, 

Rating

Matrix Factorization
User ID, Movie ID, 

Rating



International Journal of Intelligent Systems and Applications in Engineering IJISAE, 2023, 11(5s), 287–299 |  292 

TFIDF(t, d, D) =  TF(t, d). IDF(t. D) (1) 

Where t depicts the word, d depicts each document and D 

depicts the number of documents.  

TF (t, d) is Term Frequency that calculate the number of 

times a term appears in a dataset .  Since each document's 

duration changes, lengthier texts tend to have higher word 

frequency. As a result, TF is computed by dividing the 

frequency of every word in a text by the total words within 

this dataset. The TF score is determined using eqn (2). 

TF(t,d)=  
𝑓(𝑡,𝑑)

|𝐷|
 (2) 

Where, f(t,d) is total number of times t appears in 

document d and |𝑑| is the total number of times in d 

“docu ent”. IDF (T, D)is termed as Inverse Document 

Frequency that is used for determining the significance of 

a word. Numerous terms that occur multiple times in 

texts, such as stopping words, have little relevance or use. 

Eqn (3) is used to calculate each corresponding IDF score. 

IDF(t,d)= log 
|𝐷|

|{𝐷 𝐼 𝑡𝜖𝑑}|
 (3) 

Where |𝐷| are total number of documents and {𝐷 𝐼 𝑡𝜖𝑑} 

is total number of documents with term t in it. The 

flowchart of the TF-IDF for a new feature set is shown in 

Fig 6.  

The TF-IDF score of a feature indicates how essential it is 

for a certain text dataset. 

 

Fig 6: TD-IDF Flow Diagram 

3.2.2 Cosine Similarity 

Cosine similarity is a prominent Natural Language 

Processing approach that uses assessments of correlation 

between two vector (or document) and is frequently used 

in conjunction with TF-IDF to quantify document 

uniqueness. The cos of an angle between the two 

documents is calculated, yielding a value range of -1 to 1, 

with -1 indicating complete dissimilarity and 1 indicating 

absolute similarity between two documents. Yet, since the 

angle between the two documents could not be larger than 

90o as given in eqn (4), cosine similarity will vary from 0 

to 1. The below formula is used to calculate cosine 

similarity: 

Cosine Similarity=   
𝐴.𝐵

|𝐴||𝐵|
=  

∑ 𝐴𝑖𝐵𝑖𝑁
𝐼=1

√∑ 𝐴𝑖2  √∑ 𝐵𝑖2𝑛
𝑖=1

𝑛
𝑖=1

 
(4) 

Where Ai= Component vector of A,  

Bi= Component vector of B 

3.2.3 Matrix Factorization 

Neighborhood modeling, which suggest things based on 

the similarity measurements, and latent factor modeling 

techniques, which recommend components depending on 

the latent factors revealed by the algorithm, are the two 

most common types of collaborative filtering approaches. 

In comparison to the preceding class, latent factor 

approaches have more reliability whenever it comes to 

managing recommendations, according to numerous 

studies in literature. 

All items or attributes are characterized in matrix 

factorization as a latent vector. The inner product of xu and 

yi yields an estimating score of interactivities utilizing 

matrix factorization, presuming xu and yi relate to the 

latent vectors for user u and item I correspondingly: 

�̂�𝑢𝑖 =  𝑓(𝑢, 𝑖𝐼 𝑥𝑢, 𝑦𝑖) =  𝑥𝑢
𝑇𝑦𝑖 =  ∑ 𝑥𝑢𝑑

𝐷

𝑑=1

𝑦𝑖𝑑 

(5) 

Where, D is the latent space's dimension. After matrix 

factorization, each element or feature is considered as an 

element in latent vector and are independent of other 

features in latent vector.  
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In lower dimension of latent vector, it is quite difficult to 

identify the proper features interactions. Whereas in 

higher dimension of latent vector, overfitting issue arises. 

Therefore, in this work, to reduce the overfitting issue 

latent vectors are fed into CNN model for further accurate 

learning and for better recommendation. 

3.3 Tier-3: Analysis  

Last step is recommendation using a recommender. 

Recommender systems have gained popularity in recent 

years as a possible answer to the issue of information 

overload. Recommender systems are a kind of customized 

information filtering technology that helps users find 

things of interest by making suggestions. They've been 

used to enhance the quality of web services in a variety of 

applications with great success. Recommender systems 

employ a variety of profiling approaches to gather data 

about user interactions, which they then incorporate into 

user profiles. In this research work, we used a Matrix 

Factorization with CNN based Recommender system. The 

description  of CNN model is presented as below: 

CNNs was initially designed for computer vision but has 

since found widespread Uses in voice and text analysis. In 

this paper, the latent vector is collaborated with CNN 

model and termed as collaborative learning prediction 

model (CLPM). Collaborated data is fed into the 

Convolution Neural Network to understand the movie 

interaction with user with a high degree of flexibility and 

non-linearity. Different layers of CNN are as follows:  

Input Layer: Two feature vectors defining user u and 

movie item I were utilized as input in the first layer, which 

is the input layer. These are used for collaborative 

learning. 

Collaborative Learning Layer: The CS matrix, xu and MF, 

yi matrix are fed as input in this layer. The interaction 

vector, zcnn, was created by concatenating the two vectors. 

Mathematically it is represented as: 

𝑧𝑐𝑛𝑛 =  𝜑1(𝑥𝑢, 𝑦𝑖) = [
𝑥𝑢
𝑦𝑖 ] (6) 

Convolution Layer: Contextual information were 

extracted using the convolution layer. By analyzing the 

interaction vector, zcnn, the convolution structure was used 

to assess the contextual aspects among the input vectors. 

𝑐𝑛
𝑚 = 𝑓(𝑤𝑐

𝑚 ∗  𝑧(: 𝑛:(𝑛+𝑤−1))
𝑐𝑛𝑛 +  𝑏𝑐

𝑚 )  (7) 

Where, f is an activation function, * is a convolution 

operator. Leaky Rectifier Linear Unit (LReLU) is adopted 

as an activation function as it avoids the vanishing 

gradient issue. The feature latent vector might be 

generated as follows: 

𝑐𝑚 = [𝑐1
𝑚, 𝑐2

𝑚  , 𝑐3
𝑚 … … … 𝑐1𝑛

𝑚  , 𝑐1𝑘−𝑤+1
𝑚 ]    (8) 

Pooling Layer: This layer pulls relevant features from the 

convolutional layer, in which an interaction is described 

by j contextual FV. There may be many contextual 

elements in Eq. 9, and the majority of them may be 

useless. As a result, max-pooling was used to extract just 

the most important contextual feature from each 

contextual FV. 

𝑧𝑓
𝑐𝑛𝑛 = [max(𝑐1) , max(𝑐2) … … max(𝑐𝑗)]  

  

(9) 

The contextual feature vector is retrieved by the mth 

shared weight. For additional layers, the vector is created 

as in eqn. (10) that is evaluated as: 

𝑧1
𝑐𝑛𝑛 =  𝜑1(𝑥𝑢, 𝑦𝑖) 

𝑧2
𝑐𝑛𝑛 =  𝜑2(𝑧𝑓

𝑐𝑛𝑛) 

𝑧𝑓
𝑐𝑛𝑛 =  𝜑𝑓(𝑧𝑓

𝑐𝑛𝑛) = 𝑐𝑛𝑛 (𝑤, [
𝑥𝑢
𝑦𝑖 ]), 

(10) 

To avoid clutter, W signifies all weight and bias variables, 

while the matrix formed by xu and yi represents the 

original interaction vector. 

Output Layer: This layer estimates the probability score 

of final prediction after analyzing the features from the 

preceding layer. It is mathematically represented as: 

�̂�𝑢𝑖 =  𝜎[ℎ𝑇  𝑧𝑓
𝑐𝑛𝑛]    (11) 

In which 𝜎 is the sigmoid function given by  𝜎(𝑎) =
1

1+𝑒−𝑎 
 is the weights of the output layer. 

3.4 Tier-4: Recommendation 

Traditional collaborative filtering provides suggestions 

based on the idea of individuals who are similar to one 

another, whereas content-based collaborative filtering 

generates recommendations by using the browsing 

histories of users. These two strategies are plagued by a 

number of drawbacks, which discourage new users from 

following the recommendation. The hybrid strategy is 

used in this study to attain improved performance by 

combining one or more recommendation strategies with 

other procedures. In light of this, the article suggested a 

hybrid approach as a solution to the problem of new users 

or new things. The hybrid filtering strategy can be broken 

down into three distinct phases as follows: In the first 

stage, it examines the profiles of other users in order to 

discover other individuals who are comparable to the 

active user. The ratings provided by users are what the 

cosine similarity algorithm uses to determine which 

people are most like one another. Following the 

completion of this calculation, the top-n most comparable 

users, also known as neighbours or friends, are found. In 

the second phase, it determines which item should be 

considered a contender for each neighbour by first getting 
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vectors Vc and Vm that correspond to the user profile and 

the item contents, respectively. We are able to calculate 

the distance between these vectors by making use of the 

cosine similarity equation. After determining the 

prediction value for each item, the system moves on to the 

third phase, which is where it makes its recommendations 

to the user who is being targeted. In this part of the article, 

the recommendation is broken down into three levels: 

low, average, and high. 

4. Results and Discussions 

4.1 Data set Description  

To verify the performance of the designed model, real 

MovieLens datasets: MovieLens 2M; are collected as part 

of the GroupLens Research Project of the University of 

Minnesota (and are available online at 

https://grouplens.org/datasets/movielens/).  Rating data 

sets from MovieLens [24] have been collected and made 

available by GroupLens Research. Depending on the size 

of the data set, different periods were used to collect it. 

MovieLens has a total of 25 million movie reviews. 

Benchmark dataset that is stable. 162,000 users applied 25 

million ratings and one million tag applications to 62,000 

movies, resulting in a total of 25 million ratings and one 

million tag applications. Tag genome data with 15 million 

relevance scores spread across 1,129 tags is included. Fig 

7 represents the rating probability distribution of the 

dataset. The probability distribution is maximum at 3 

ratings.

  

 

Fig. 7: Probability vs Ratings 

4.2 Performance Parameters  

For performance evaluation two parameters MSE and 

RMSE is calculated given below:  

MSE: MSE is mean square error, it is the average of the 

squared difference between actual and estimated value. 

MSE is calculated using the eqn (12):  

MSE= 
1

𝑛
∑ (𝑌𝑖 −  �̂�𝑖

𝑛
𝑖=1 )2 (12) 

Where, MSE= mean square error, n = the number of data 

points, Yi = observed values 

RMSE: RMSE is root mean square error. It is the square 

root of the  average  difference between the actual and 

observed values.  

𝑅𝑀𝑆𝐸 =  
√∑ (𝑌𝑖 − �̂�𝑖

𝑛
𝑖=1 )

√𝑁
 

(13) 

Where, RMSE = the root mean square error, N = the 

number of values, Yi = the actual values and the other is 

the calculated values  

4.3 Performance Evaluation  

In this paper, we have simulated the model on python 

platform and evaluated the output. The Simulation was 

performed on system having configuration of i5 processor 

with 16GB RAM and 1TB SSD. The training of the model 

was performed with variable number of latent size and 10-

fold validation. We have created three CNN models with 

latent size of 25 for CNN layer, latent size of 50 for CNN 

layer, latent size of 75 for CNN layer and latent size of 

100 for CNN layer. Before, training in CNN model, we 

have generated the cosine similarity and weight 

factorization graph. In Fig 8 (a), we have represented the 

cosine similarity scores for movies. Fig 8(b) is used to 

represent the recommendation result using cosine 

similarity score in three cate ories “ O ”, “ V   G ” 

and “  G ”.
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(a) Cosine Similarity (b) Recommendation Result 

Fig. 8: Sample of Cosine Similarity Score and Recommendation  

The learning progress is presented in fig 9. The graph 

presented in fig 9 shows the training and validation loss 

graph. Fig 10 shows the MSE comparison of different 

latent size on CNN model names as CLPM25, CLPM50, 

CLPM100 and CLPM500. For CLPM100 MSE has 

highest error with the value of 0.898 and minimum for 

CNN500 of value 0.888. Similarly, the RMSE value is 

represented in Fig 11. For CLPM100 RMSE has highest 

error with the value of 0.947 and minimum for CNN500 

of value 0.942. Further, the analysis was performed on 5-

fold validation, that was performed on CLPM500 and 

achieved MSE of 0.886 and RMSE of 0.9412.  

 

Fig. 9: Training and Validation Loss 

  

Fig. 10. MSE Evaluation on Variable Latent Size  Fig. 11. RMSE Evaluation on Variable Latent Size 
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Fig. 11: Cross Validation MSE and RMSE Evaluation 

 

Fig. 12: Comparative Performance Evaluation 

Fig 12, comparative state-of-art performance is presented 

in terms of RMSE. In [25], k-mean clustering algorithm is 

proposed and its RMSE is about 1.14. in [26], UPCSim is 

presented that is based on user profile clustering algorithm 

and achieved approx. 1.4. In [27], CF is presented that 

have 0.99 RMSE. Whereas in proposed approach, CLPM, 

the least RMSE is achieved i.e., 0.942. 

5. Conclusion 

There are many OTT services available now for watching 

TV shows and movies online, like Netflix, Prime Video, 

and Disney Plus. Because there is too much information 

available and there are many parameters to consider when 

comparing different OTT platforms, users are finding it 

more difficult to find the perfect match for their interests. 

Since artificial intelligence is a rapidly developing field, it 

has a variety of uses, including games, learning settings, 

and disease diagnostics. The goal of developing AI 

techniques is to automate intelligent behaviour. This study 

suggests a hybrid form of collaborative learning that 

makes use of CNN. The 10-fold cross validation on 

various CNN layers showed the analysis's efficacy. As a 

result, this paper can give users information about each 

platform, propose their favourite content across platforms, 

and improve the effectiveness of the user's 

recommendation system. 
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