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Abstract: In the power system, incorporated distributed energy resources (DERs) bring the benefits of environmental, economic and 

technical. In addition to these benefits, it elevates some technical concerns when the penetration level of DERs is high. The major issues 

are islanding detection and it is necessary for equipment protection and personal safety. In this research, the phase angle of positive 

sequence voltage (PAOPSV) proposed a passive islanding detection scheme. The proposed hybrid method is the combined performance 

of dwarf mongoose optimizer (DMO) and random forest algorithm (RFA), hence commonly called as DMO-RFA method. From the 

strict analysis of 13 different factors, the PAOPSV is selected.  In addition to this, for islanding in solar photovoltaic (SPV) based 

distributed generation (DG) system. The comparative analysis shows that among all other parameters, the PAOPSV has better accuracy 

and sensitivity for islanding parameters.  In order to verify the efficiency  of proposed method, a comprehensive case study consider all 

worst-case scenarios, which  is accomplished the differentiates islanding events from the non-islanding events, like load, motor, 

capacitor, various fault type switching. The proposed system is implemented on MATLAB/Simulink, and the proposed work is 

performed on Intel Core 2 Quad CPUQ6600 at 2.40 GHz using 2 GB random access memory (RAM), MATLAB R2013a (8.1.0.604) 32-

bit and Version 3.7.2. 

Keywords: Islanding detection, Distributed Energy Resources, PAOPSV, Non-islanding detection, Dwarf Mongoose Optimization 

(DMO), and Random Forest Algorithm (RFA). 

1. Introduction 

To meet the load demands, the distributed energy resources 

play an important role. Generally, distributed energy 

resources are the generation units of small scale and it is 

often referred as distributed generation (DG) that contains 

mini-hydro’s turbines, biomass, wind farms, solar plant, 

geothermal and fuel cell energies [1]. In the power system, 

the topological trends are introduced by the installation of 

distributed generation units into utility. From centralized to 

decentralized generation, the configuration type of power 

system is altered by these changes [2].  In the power 

system, the combination of DG units in utility introduces 

some positive changes, like increase in system flexibility, 

maximize the effectiveness of system and power loss 

reduction [3]. Apart from these positive impacts, there are 

some technical issues, like islanding, coordination problem 

of protection, false tripping, safety, stability, and 

trustworthiness of the system, voltage regulation and 

security of the system are also introduced by the 

combination of distributed generation units on utility [4]. 

One of the major issues is islanding detection. Local loads 

are continuously increased by distributed generations 

(DGs) in islanding detection to interact with grid supply 

interruption. The technical issues like load power quality 

(PQ) issues; safety issues for workers are caused by the 

uninvited condition named islanding [5]. Islanding 

identification is divided into two groups, the first one is 

remote technique in which the utility side, and the 

measurements are carried out. Second technique is local 

technique from which the measurement is taken place in 

the distributed generation side. Regarding the non-

detection zone (NDZ), the performance of every technique 

is described. The region that cannot be detected by the 

islanding detection is the NDZ. 

For communication among utility and DG, a link is 

needed in remote schemes. These schemes have the 

advantages of high reliability and non-zero detection zone. 

But, the major disadvantage of this scheme is the high 

implementation cost [6-8].Further, the local methods are 

classified into 2: active and passive. It operates on 

principle of local parameter measurements such as voltage, 

frequency, Total harmonic distortion (THD), and passive 

method at the point of interconnection (POI) [9]. The 

important objective of the passive method is relay 

transmits a trip signal to the breaker of distribution unit, if 

1*Research Scholar, University of Cincinnati, Ohio, USA 
1*Email: ashwin.venkit@gmail.com 
2Research scholar, Lawrence Technological University, Michigan, USA 
2Email: venkosuru@gmail.com 
3Associate Professor, Department of Electrical and Electronics 
Engineering, M S Ramaiah Institute of Technology, Bangalore, India 
3Email:sridhars@msrit.edu 
4Department of Electrical and Electronics Engineering, Anna 
University, Tamil Nadu, India 
4Email: rajeshkannan.mt@gmail.com 
1*Corresponding author email: ashwin.venkit@gmail.com 
 



International Journal of Intelligent Systems and Applications in Engineering IJISAE, 2023, 11(2), 635–647 |  636 

the measured parameters exceed the defined threshold 

value [10-12]. The simple execution and bearing without 

power quality issues are advantages of passive technique 

[13]. Anyhow, the major drawbacks are the large non-

detection zone [NDZ] and threshold selection [14, 15]. 

Some passive methods use improved work for islanding 

detection and signal processing technique for NDZ 

reduction depends on some advanced intelligence methods. 

In [16], the schemes based on Random forest classifier, 

Naïve Bayesian classifier, fuzzy logic, decision tree, 

artificial neural network have been introduced. Depending 

on s-transform (ST), wavelet transforms (WT) and wavelet 

packet transforms (WPT), few research analyst presented 

in the established technique [17]. In the abnormal 

condition, to access the parameters deviations, the 

disturbing signals are introduced into the system in an 

active technique. In the mode of grid-tied, there is no 

remarkable difference in the parameters. But, this 

parameter has some notable changes in islanding mode. 

The active methods have almost minimal NDZ when 

compared to passive methods [18- 20]. With regards to the 

addition of distributed signals, the active technique 

produces degradation of PQ distribution system. A hybrid 

method is the joint execution of active and passive 

islanding technique. Figure 1 shows the Organization of 

the research work.  

 

Fig. 1: Organization of research work 

2. Recent Research work 

Numerous research works previously depicted in 

literatures based on islanding detection problems on DG 

using various design and features. Few works are 

mentioned below. 

For inverter-based DG units, M. Seyedi et al. [21] have 

presented an islanding detection technique named hybrid 

islanding detection. Generally, when power mismatches 

were almost zero, a passive islanding detection may fail. 

As a result, another common problem was difficulty of 

setting the threshold. In order to resolve these issues 

depending on combination of rate of change of active 

power (ROCOAP) and rate of change of voltage 

(ROCOV), a novel islanding detection system was 

introduced. In the distribution networks (DNs) with 

distribution generation units, A.S. Fontova et al. [22] have 

introduced a technique for detecting unintentional 

islanding operations (IOs), which eliminates the NDZ. For 

an inverter-fed distribution generation (DG) state, by 

taking the merits of active and passive systems, the hybrid 

method achieves zero NDZ. In the introduced method, the 

passive-based part considers setting with low thresholds 

and whenever they exceeds it will be activated. The DC 

microgrids (MGs) were receiving a wide support in 

modern power grids, owing to increased usage of DC 

loads, increased efficiency, and integration of distributed 

generators and decreased conversion stages.  For both DC 

and AC MGs, islanding detection was a major issue. For 

DC MGs based on cumulative sum of superimposed 

impedance (CSOSI), a novel passive islanding detection 

scheme (IDS) was introduced in B. Choudhury and P.Jena 

[23]. Here, for an islanding condition at distributed 

generation terminals, the current and voltage terminals 

were collected to examine a DC MG response. To detect 

islanding phenomena, the variations in CSOSI were 

measured and the superimposed impedance (SI) and 

cumulative sum of superimposed impedance were 

calculated. In the smart distribution systems, the 

renewable-based DERSs(R-DERs) were presented by 

Omar.A et al. [24] was extensively used. In spite of all the 

advantages of R-DERs, the presented method also 

introduces few operating challenges, like various 

protection issues, reverse power flow, and un-intentional 

islanding. Around the electrical power systems because of 

some unpredictable faults, an island or multiple islands 

were made.  

The reliability of renewable energy sources (RESs) can be 

increased by the development in solar photovoltaic (PV), 

wind turbine and fuel cell field was integrated with high 

power electronics was established by A.Khair et al. [25]. 

To meet out the growing demand of load, the 

environmental advantages of RESs were switch over for 

various distributed generations. Generally, after the 

occurrence of islanding all distribution generations (DGs) 

need to be disconnected immediately. Every distribution 

generations should provide suitable island detection 

technique, proceeding to the combination of distribution 

generations to main electrical grid. From the upstream 

network, when distribution generations (DGs) were 

electrically disconnected islanding on system. To ensure 

the power quality requirements and maintenance safety, 

the islanding condition should be detected effectively. For 

identifying the islanding operating mode of grid-connected 

PV systems (GCPVSs), R.B.Jafarabadi et al. [26] have 

suggested a novel high PQ maximal power point tracking 

(MPPT) based technique. In the suggested 2-level model 

under suspicious condition, a disturbance was inserted into 

https://www.sciencedirect.com/science/article/abs/pii/S0378779621004181#!
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the maximum power point tracking that was identified 

through a passive criterion. In islanding state, the 

disturbance drift the output voltage beyond the minimal 

standard set, on the other hand at the network presence was 

negligible. S. Kulkarni et al. [27] have presented an 

islanding detection and automatic mode switching with an 

improved droop controlled method. Among the distribution 

generations (DGs), the alteration in the traditional droop 

brings about the load proportionate to share the power 

capacity.  The virtual impedance was executed for 

microgrid to increase the sharing of reactive power and to 

mitigate the circulating currents in stand-alone mode 

operation. Furthermore, the operation of microgrid, a 

modified Park synchronous reference frame fed phase-

locked loop (PSRF-PLL) was presented. Here,  the 

presented PLL always maintain the phase locking error 

almost zero and it leads to proper locking with mitigated 

complexity and it also have an advantage of simple 

construction. In the loop platform, with real time hardware, 

the control system's performance in MG was verified. 

2.1. Background of the research work 

The literature review demonstrates that various islanding 

techniques are used to detect islanding. One of the 

islanding detection approaches is the hybrid islanding 

detection that has a greater advantage of not interrupting 

the power supply in the island even during grid 

disturbance. This technique helps to supply and restore the 

system power in various power plants. When compared to 

restoration of the whole system, the island restoration is 

easy. Besides these advantages, this technique has 

disadvantages, like high cost and its capacitor bank must 

be large enough to cause changes in voltage. In order to 

design controller for PV system, MPPT algorithms are 

used. This algorithm has an advantage of working 

optimizing voltage and DC load in the PV system, 

increases charging efficiency and generates maximum 

power.  On the other hand, it has few demerits, like short 

life span, expensive and large size. In micro grid, the 

incorporation of DER has many advantages, such as 

improved quality of service, high reliability and it can sell 

power bank to the grid so the electricity cost will be less. 

But, reducing the electricity is the most challenging one 

and also the operating utilities must invest in the 

infrastructure to maintain the grid. The PSRF-PLL 

islanding technique is widely used implementing operation 

of micro-grid that has advantages, like simple construction, 

high performance and reduced complexity. A challenging 

part of this technique is to maintain the phase-locking error 

almost zero. 

 

3. System description 

The islanding is an important security issues in grid-

connected photovoltaic system. By the condition of 

islanding, the photovoltaic system and grid are affected in 

distributed generation.  Further, an islanding situation, the 

grid frequency and voltage is not stable. By this condition, 

under the mode of islanding, the fault is recovered from the 

phase reference with end-point values from which the 

circuit breaker (CB) is connected among phase and PCC. 

Further, distributed generation still delivers power with 

local load if the circuit breaker does not open the circuit 

[28-30]. The islanding activity is occurred due to 

uncommon grid interference and these different situations 

are occurred based on the condition of equipment 

disappointment, short-circuit and voltage shutdown.  

3.1. Mathematical model of distributed generation 

(DG) unit 

In photovoltaic based system of DG, the islanding consists 

of 3 principle segments.  For eg, boost converter of direct 

curent to direct current, solar photovoltaic array, and a 

photovoltaic inverter along with its filter [31, 32]. Thus, 

the equation of 3 important areas are explained in the 

below steps,  

3.1.1. Photovoltaic array model 

It is a straightforward converter that is transformed into 

power through a photovoltaic cell. Based on the material of 

the cell, it practically distributes a constant open circuit 

voltage though current IPV (cell) is running with the related 

load based on the energy of light (photons). Hence, it is 

measured in the below equation, 
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By embedding the factors m, n, the eqn (1) is calculated to 

acquire eqn for the array of photovoltaic. Thus, it is 

expressed in the below eqn, 
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The
phI  subject to the parameters like solar irradiance and 

ambient temperature. Thus, it is expressed below, 
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3.1.2. Direct current to Direct current model  

Here, it is necessary to convert direct current to direct 

current to get the ideal bus voltage of direct current. The 
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inductor (L), capacitor (C), and passive elements of 

converter is calculated below, 
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A duty-cycle D is expressed below, 
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From eqn (6), iI  as input current up to ten percent, v

specifies boost-converter output voltage upto three percent.  

3.1.3. Inverter model of PV 

Here, the voltage of direct current is transformed into the 

voltage of alternating current through 3-phase converter of 

voltage source. The 6 insulated gate bipolar transistors 

(IGBTs) are categorized into 2-level photovoltaic inverter. 

The equivalent photovoltaic inverter method for voltage 

equation is measured using additional eqn in the frame of 

stationary and rotating, 
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Real and reactive power are computed below,  
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3.2. Proposed Method for Islanding Detection on DG 

Systems 

To identify and categorize the events of islanding and non-

islanding in DGS, 3 important areas are used, for e.g., 

Feature Extraction, Dataset Generation, Detection, and 

Classification. The negative sequence component of PCC 

voltage is eliminated under the dataset generation method. 

In order to remove the negative sequence component, the 

voltage signal is examined as well as the non-stationary 

signals are passed with sequence analyzer [33-35]. 

Structure of proposed system portrays on figure 2. 

 

Fig. 2: Structure of proposed system 

The main objective of proposed method is to model an 

effective method by embracing the joined FATOCSO 

system to deal with islanding detection [36-38].  Initially, a 

dataset subject is created with negative sequence voltage 

signal in the data acquisition process. From the voltage 

signal, the five feature combination is separated, for 

instance, voltage in pu, rotor angle, rate of change of 

voltage and frequency. In feature extraction phase, the 

excess data are removed. In addition to this, a hybrid 

FATOCSO is attuned to find and categorizes the detection 

of islanding and non-islanding.  

3.2.1. Data generation 

To give intellectual types of generous data based on the 

difference among the events of non-islanding and 

islanding, a large number of these occasions are illustrated 

in the test law [39]. The mismatches of active and reactive 

power are small (0 to30%) and large power mismatch (30-

100%). At every bus, the non-islanding events integrates 

capacitor bank switching, DER tripping, motor switching, 

load switching, 3 phase and  single phase-to-ground and 

phase-to-phase fault. 

3.2.2. Feature Extraction 

It is employed after the method of dataset generation to 

gather the voltage signal features in order to detect defects 

on DG system (DGS). To create framework at the middle 

of islanding period, the load and DG are used [40- 42]. 

When current is infused into or through utility, at that point 

immediately all the sides are interfered and then the 

distribution generation starts to maintain a load of small or 

large. Similarly, the angle for a reference and the terminal 

voltage are influenced. On the other hand, additionally the 
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change in voltage cycle time shows the adjustment in 

frequency. Taking the standard deviation (SD) into sliding 

data-window possessing T  as width, the 5 features are 

improved from the 5 variables. For example, by taking the 

SD in sliding data window to possess T as width, a 

feature from s(t) signal  from the  5 variable is separated. 

By following this methodology, five network variables, the 

five features, like capacitor switching, load switching, etc., 

are extracted under the middle of non-islanding and 

islanding situation. Thus, these 5 features are 

mathematically expressed in equation (11): 
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Also, the feature vector is calculated below,  

T

pfpvfvx ][  =
                                      

(16) 

Here, T specifies the operator of transpose. 

4. Proposed DMO-RFA Technique 

4.1. Dwarf Mongoose Optimization (DMO) 

In a large territory, the dwarf mongoose accepted a semi 

nomadic way of life is more than enough to carry the entire 

group. Over-exploitation of a particular is prevented by 

this nomadic character and it also checks the whole 

territory exploration as the visited sleeping mound is not 

formerly returned [43, 44]. 

Step 1: Initialization 

Initializing the input parameter like current, frequency and 

voltage 

Step 2: Random Generation 

The input parameters are chosen randomly. 

Step 3: Fitness evaluation 

It is determined from objective function. The objective 

function is, ]*[&]*[ IIEVVE −=−= . Where, E 

specifies error function of system.  

Step 4: Generally, babysitters are certain number of 

mongoose population, which is the mixture of males and 

females. Until the group restores at evening or midday, the 

babysitters remains young. In exploitation phase, within 

the group the babysitters are swapped for the first to 

forage. 

Step 5: Stopping criteria 

Check the stopping criteria. If the best value of voltage, 

current and frequency are defined then stop the process or 

repeat the process. 

4.2. Random Forest Algorithm (RFA) 

RFA is the ensemble machine learning process that 

incorporates the method of prediction. The hyper 

parameters in RFA consist of 2 types: (1) count of splits on 

subset and (2) count of trees on forest [45]. Meanwhile, 2 

difficulties are noted. At first complexity, the training 

samples are chosen randomly in order to select finest 

sequence. At second complexity, the fact that no clipping 

energy is used in this technique and it shows that every tree 

in the forests is a maximum number of trees. Depending on 

the historical dataset, the Random Decision Forest (RDF) 

effectively forecasts the load demand in the proposed 

method. Figure 3 displays the structure of RFA. 

 

Figure 3: Structure of the RFA 

Step 1: The output of dwarf mongoose optimization 

(DMO) is given as the input for Random Forest Algorithm 

(RFA) i.e. the output voltage, frequency and current. 

Step 2: The classifier technique of random decision forest 

is formed by the combination of decision trees. Primarily, 

to create the decision tree from the forest Y number of trees 

are considered, which forms a combination of 

 )(),(),( 21 txtxtxY n=  and every combinations are 

called bootstrap samples. 

Step 3: A Random decision forest is trained depending on 

input and target. Here, only a few input variables are given 
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by every tree as well as it generates Z-output (one for each 

tree).In this, the last optimum outcome is acquired 

depending on maximal vote. The flowchart of RFA 

portrays on figure 4.  

 

Fig. 4: Flowchart of RFA 

Step 4: By analyzing the VI, the RDFs of the input 

variables are ranked in the process of prediction. The VI is 

identified by relating prediction error using data term of 

Out-Of-Bag (OOB). As shown in equation (7), the out-of-

bag error target is expressed as below,  

)()( outRDFtarRDF

error ZZOOB −=
               

(17) 

Each sample control of different datasets improves the 

RDFs model. The number of separations is selected 

randomly in each node for making the binary rule. The 

RMSE is generated to forecast the finest split and the 

errors in RMSE are compared to out-of-bag data.  

Step 5: The VI is calculated to increase the prediction 

accuracy. At this time, in each data, the on-of-bag error is 

designed and under fitting time over the forest these errors 

are averaged. Subjecting to OOB error difference, after 

training process, the variable importance(VI) of every data 

is determined before and after permutation over all trees. 

By using equation (8), the variable importance can be 

determined.  
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whereas 
)(trc  specifies OOB trail-specimen for peculiar 

tree, tr represents number of tree,T specifies net count of 

tree, for every trail specimens. 
)(tr

aC , 
)(

,

tr

zaC  indicates the 

predicted classes, aX represents sample value, the count of  

trail-specimens per tree leave in forest is indicated as 

ba , .The accuracy is maximized, only if the VI  lessens 

there is a decrease in accuracy. By using the density model 

of cluster analysis method, the number of items similar to 

the item in the VI computation is partitioned. From the 

training dataset, the unfulfilled demands of load  are 

predicted based on clustering response,  then unsatisfied 

load demand is detected in this technique is detached and 

interchanged.  

Step 6: In this step, after checking the stopping criteria, if 

yes then it will detect the islanding mode or non-islanding 

mode else go to step 3. 

5. Results and Discussions 

The efficiency and effectiveness of proposed DMO-RFA 

technique are defined under three main methods, data 

generation, feature extraction, and island and non-island 

cases of DG. The simulation outcomes achieved as 

proposed DMO-RFA method are related to existing 

methods like Dragonfly Algorithm (DFA) [46], Firefly 

Algorithm (FF) [47] and Gravitational Search Algorithm 

(GSA) [48]. The proposed method is experimented in 

voltage drop on islanded constraints, voltage rise at 

islanded constraints, voltage drop originated by 

disturbances, voltage rise originated by disturbances, 

swelling transient and synchrony. The performance of the 

proposed system is evaluated with MATLAB/Simulink 

platform. The brief explanations of test cases are described 

at below section.  

5.1. Voltage Drop on Islanding Condition 

 

Fig. 5: Voltage drop under islanding constraints (a) 3- 

phase voltage (b) Scale 1 (c) Scale 2 (d) Scale 3 (e) Scale 4 

(f) Scale 5. 
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Figure 5 demonstrates the voltage drop across the island in 

PCC under several levels of transition coefficients. Figure 

5(a) shows the DG 3-phase voltage generated among time 

intervals from 0 to 0.15 sec. On this graph, 3-phase voltage 

is symmetrical and unity beyond 0.05 seconds, after which, 

at a time interval of 0.07 seconds, the voltage is suddenly 

reduced with 0.5 V that is maintained until the end of 

system operation. Fig. 5(b–f) demonstrates Voltage drop 

across the PCC in dissimilar levels of transition 

coefficients ranging from 1 to 5. The sampling point 

implies 4 ×104N and voltage drop happens among 2 ×104- 

4 ×104N sampling points with its accurate time period. 

5.2. Voltage Rise on Islanding Condition 

 

Fig. 6: Voltage rise under islanding constraints (a) 3-phase 

(b) Scale 1 (c) Scale 2 (d) Scale 3 (e) Scale 4 (f) Scale 5. 

Figure 6 shows the island voltage rise on PCC in dissimilar 

scales of transition coefficients. Figure 6(a) portrays the 3-

phase voltage. The phase voltage is balanced as well as 

unity is maintained beyond time interval of 0.05 sec. This 

phase voltage is suddenly raised at a time interval of 0.07 

sec and fluctuates until the end of system operation. Figure 

6(b–f) demonstrates island voltage rise on PCC under 

dissimilar levels of transition coefficients at scale 1 to 5. 

The voltage increase on PCC has occurred among sample 

points of 2.1×104-4N using the time interval from 0 to 

4×104 s. 

5.3. Voltage Sag under Islanding Condition 

 

Fig. 7: Voltage Sag caused by disturbances (a) 3-phase (b) 

Scale 1 (c) Scale 2 (d) Scale 3 (e) Scale 4 (f) Scale 5 

The voltage sag due to different scales of disturbances 

portrays on Figure 7. Figure 7(a) shows the 3-phase DG 

voltage. Voltage is balanced and unity through first time 

step from 0-0.05 seconds and 0.1-0.15 seconds. The 

voltage sag occurs at a time interval of 0.05 to 0.1 sec. Fig. 

7(b) portrays voltage sag caused by perturbations in the 

transformation coefficients at various magnitudes at scale 

1. Here, the voltage drop occurs at 1.4 × 104 N to 2.7 × 104 

N at sample points. Fig. 7(c) portrays voltage sag due to 

disturbances under scale 2. Here, the voltage drop happens 

among the sampling from 1.4×104 to 2.7×104 N. Figure 

7(d) illustrates voltage sag due to disturbances on scale 3. 

Here, the voltage drop occurs among sample points ranges 

from 1.4×104 to 2.7×104 N. Figure 7(e) portrays voltage 

drop due to disturbances under scale 4. Here, the voltage 

drop between 1.4×104 to 2.7×104 N sample points occurs. 

Fig 7(f) portrays voltage sag due to disturbances on scale 

5. Thus, the voltage sag occurs among sampling points 

from 1.4×104 to 2.7×104 N. 

5.4. Voltage Swell under Islanding Condition 

 

Fig. 8: Voltage swell caused by disturbances (a) 3 phase 

(b) Scale 1 (c) Scale 2 (d) Scale 3 (e) Scale4 (f) Scale 5 
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Voltage swell caused by different scales of disturbances 

portrays on Figure 8. In this subplot, Fig 8(a) shows the 3-

phase voltage of the DG. The voltage is balanced and unity 

over the interval of 0.05 to 0.1 second. Figure 8(b), the 

voltage increase occurs among sample points of 0–1.4×104 

N and 2.7×104–4×104N. As the voltage on the PCC 

increases during islanding, the PCC voltage swells (and 

sags) may cause phase confusion on the frequency 

timeline. In the subplots Fig 8(c), the voltage increase 

occurs among sampling point of 0–1.4×104N and 2.7 ×104-

4×104N at scale 2. As the voltage across the PCC 

increases, the PCC voltage swells (and sags) may cause 

phase confusion on the frequency schedule. Figure 8(d) the 

voltage increase occurs at 3 levels between the sample 

point 0–1.4×104N and 2.7×104–4×104N. If voltage on the 

PCC increases during islanding, the PCC voltage rises (and 

drops) may be caused by phase distortion on frequency 

timeline. Fig 8(e), the voltage increase occurs among 

sampling points of 0–1.4×104N and 2.7 ×104-4×104N on 

scale 4. When the voltage on the PCC increases during 

islanding, the PCC voltage increases (and drops) may be 

caused through phase perturbation of frequency timeline. 

Fig 8(f) shows the voltage increase occurs at sample point 

of 0–1.4×104N and 2.7 ×104–4×104N at scale 5.  

5.5. Power Generation under single and multiple 

islanding conditions 

 

Fig 9: Performance of (a) active power P under sag (b) 

reactive power Q under sag (c) active power P under swell 

(d) reactive power Q under swell (e) active power P under 

harmonic (f)  reactive power Q under harmonic 

Figure 9 illustrates the power generation under various 

islanding conditions such as sag, swell and harmonic. In 

this graph, all active and reactive powers P and Q are 

generated among 0-0.5 sec. In this figure, the power P and 

Q is generated under sag condition which is shown in the 

subplot 9(a) and 9(b); here, the power P and Q is sagged 

among time intervals 0.2-0.3 sec. The power P and Q is 

generated under swell condition which is shown in the 

subplot 9(c) and 9(d); here, the power P and Q is sagged 

among 0.2-0.3 sec. The power P and Q is generated under 

harmonic condition which is shown in the subplot 9(e) and 

9(f). Due to this harmonics, the overall system is 

overheating and also caused unwanted power.    

 

Fig 10: Performance of (a) active power P under sag-

harmonic (b) reactive power Q under sag-harmonic (c) 

active power P under sag-transient (d) reactive power Q 

under sag-transient (e) active power P under swell-

harmonic (f)  reactive power Q under swell-harmonic(g) 

active power P under swell-transient (h)  reactive power Q 

under swell-transient 

Figure 10 illustrates the power generation under various 

multiple islanding conditions such as sag-harmonic, swell-

harmonic, sag-transient and swell-transient. In this graph, 

all active and reactive powers P and Q generated among 0-

0.5 sec. In this figure, the power P is generated under sag-

harmonic and swell-harmonic condition which is shown in 

the subplot 10(a) and 10(e); here, the power P is sagged 

and swelled among 0.2-0.3 sec. The power Q is generated 

under sag-harmonic is sagged at 0.3 sec and the power Q is 

generated under swell-harmonic condition is swelled at 0.2 

sec that is shown in the subplot 10(b) and 10(f). The power 

P and Q generated under sag-transient and swell-transient 

is shown in Fig 10(c), 10(d), 10(g) and 10(h).  

 

Fig. 11: Analysis of islanding event during Zero power 

mismatch (a) Positive Sequence Voltage VS time (b) trip 

signal VS time 
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Fig. 12: Analysis of islanding event during large power 

mismatches (a) Positive Sequence Voltage VS time, (b) 

trip signal VS time 

 

Figure 11 illustrates the analysis of islanding event during 

zero power situations. The maximum value of positive 

sequence voltage is 2.075 degree, which is shown in figure 

11 (a). Here, the proposed method is used to determine the 

island condition and send trip signal with unit breaker of 

the distributed generation. The trip signal is displayed in 

figure 11 (b). Figure 12 illustrates the analysis of islanding 

event during large power mismatch. The maximum value 

of positive sequence voltage implies 2.7 degree, which is 

shown in figure 12 (a). The trip signal generated by the 

proposed technique is displayed on figure 12 (b). 

5.6. Power generation under Non-islanding condition 

 

Fig. 13: Analysis of Non- islanding event (a) during load 

injection (b) during load ejection (c) during capacitor 

injection (d) during capacitor ejection (e) motor injection, 

(f) motor ejection 

Figure 13 explains Investigation of Non- islanding event 

(a) during load injection (b) during load ejection(c) during 

capacitor injection (d) during capacitor ejection (e) motor 

injection, (f) motor ejection. Figure 13(a) shows that the 

maximal value of PSV as 1.63 degree. The trip signal 

generated by the proposed technique is displayed in figure 

13 (b). The response of PSV and the trip signal are 

produced by the proposed system during this switching 

condition is depicted in figure 13 (c),(d). The response of 

PSV and the trip signal generated by the proposed 

technique during this motor switching condition is 

displayed in figure 13 (e) and (f).   

5.7. Performance Analysis 

The performance measures like precision, accuracy, recall, 

and specificity are observed. By using the proposed 

method, islanding phenomena are efficiently detected and 

categorized. The efficiency of the proposed method DMO-

RFA is related to existing approaches like DFA, FF, and 

GSA respectively. After that, the performance parameters 

of proposed approach are analyzed for islanding 

phenomenon detection for 50 and 100 number of trials. 

Table 1 portrays formulas of the performance measures. 

Table 1: Performance measures formula 

Performance Formulas 
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The island detection and classification method consists of 

true detection and false detection. A true detection contains 

either a true positive (TP) or a true negative (TN); It 

reflects the original signal, which is effectively expected to 

be either the disturbance signal or the undisturbed signal. 

False prediction contains false positive (FP) or false 

negative (FN), which involves mistaking the original 

signal as a disturbed or undisturbed signal. The disturbance 

signal is properly categorized into four classes. The current 

implementation of island event detection and classification 

is evaluated using the parameters in Table 1. Figure 14 (a) 

portrays performance comparison of proposed and existing 
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system through islanding detection for 50 numbers of 

trials. Table 2 portrays performance metrics like accuracy, 

specificity, recall and precision with existing and proposed 

system. Table 3 and Figure 14 (b) portrays performance 

comparison of proposed and existing system islanding 

detection for 100 numbers of trials. These results shows 

that the proposed DMO-RFA technique has the better 

acuuracy than exisitng methods to detect islanding and 

non-islanding events.   

Table 2: Performance comparison of proposed and 

existing system through islanding condition for 50 trials 

Performance 

Measures 
DFA FF GSA 

DMO-

RFA 

Accuracy 0.65 0.68 0.83 0.98 

Specificity 0.64 0.82 0.88 0.93 

Recall 0.72 0.86 0.96 1 

Precision 0.67 0.73 0.87 0.94 

Table 3: Performance comparison of proposed and 

existing technique through islanding condition for 100 

trials 

Performance DFA FF GSA 
DMO-

RFA 

Accuracy 0.64 0.76 0.87 0.96 

Specificity 0.67 0.68 0.73 0.88 

Recall 0.59 0.67 0.88 0.91 

Precision 0.58 0.71 0.85 0.95 

 

 

Fig. 14: Performance comparison of proposed and existing 

system through islanding condition for (a) 50 trials (b) 100 

trials 

5.8. Statistical Analysis 

In the subsection, statistic measures like root mean square 

error (RMSE), mean absolute percentage error (MAPE), 

mean bias error (MBE) and consumption time are 

examined. By using the proposed system, islanding events 

are accurately evaluated. The performance of the proposed 

system is related to existing systems like DFA, FF and 

GSA. The performance of the proposed system is 

determined for 50 and 100 number of trials for island 

detection. A statistic comparison of proposed and existing 

system is evaluated RMSE is the prediction error of the 

standard deviation. MBE captures the average bias in the 

prediction. MAPE is the measure of prediction accuracy. 

Table 4 portrays statistical measures formula. 

Table 4: Statistical measures formula 

Statistical 

Measures 
Formulas 
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Where TARGETI  denotes target value, PREDICTEDI
 
refers 

predicted value, ns implies number of samples per event 

and z refers number of samples. 

Table 5: Statistic comparison of proposed and existing 

technique through incipient fault for 50 trials 

Model DFA FF GSA 
DMO-

RFA 

RMSE 25.3 17.8 25.6 11.2 

MAPE 18 5.8 11.8 1 

MBE 8.3 3.1 5.7 3 

Consumption 

time 
8.4 6.2 7.9 5 

 

Table 6: Statistic comparison of proposed and existing 

technique through incipient fault for 100 rials 

Model DFA FF GSA 
DMO-

RFA 

RMSE 28.3 20.5 25.7 13 

MAPE 17.1 6.3 13 2.3 

MBE 11 5.4 7 5.4 

Consumption 

time 
7 8 8.3 5.5 
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Figure 15: Statistic analysis of proposed and existing 

technique in (a) 50 trials (b) 100 trials 

Table 5 and Figure 15 (a) portrays statistic comparison of 

proposed and existing system through island detection for 

50 trials. Table 6 and Figure 15 (b) portrays performance 

comparison of proposed and existing technology through 

island detection for 100 number of trials. The simulation 

outcomes prove that proposed system may have accurate 

segmentation between island and dissimilar phenomena. 

Also, this system may overwhelm the problem of setting 

location limits inherent on current techniques. 

6. Conclusion 

A hybrid technique for island identification denotes the 

negative sequence voltage signal features are proposed. A 

passive islanding technique developed in the manuscript is 

highly based on the phase angle of PSV by 13 calculations 

of various passive indices. In the beginning, feature 

extraction has taken place to the negative sequence voltage 

signal at point of common coupling voltage then the 

proposed method is used to categorize and differentiate the 

event of islanding and non-islanding for photovoltaic 

generator networks coordinated with less voltage grids.  

Here, phase angle of positive sequence voltage includes the 

ability to distinguish the events of non-islanding and 

islanding, like fault switching, capacitor switching, 

induction motor switching, load switching scenarios in 

different situations of power mismatch. The performance 

of proposed method is implemented on MATLAB or 

SIMILINK platform and it demonstrates that the proposed 

system has accurate segmentation between island and 

various events. The simulation outcomes validate that the 

proposed system may have accurate segmentation amid 

island and dissimilar phenomena. Also, this system may 

conquer the problem of setting location limits inherent on 

current approaches. Not all island phenomena require DG 

disconnection. The DG generation is insufficient for local 

load requirements of islanded microgrid are DG 

disconnection important to evade power imbalance and 

equipment/microgrid failure. But when the generation of 

DGs is adequate to drive local loads and islanding 

phenomena are intentional, load management function may 

be attained to provide uninterrupted supply to previous 

loads. 
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