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Abstract: There has been a lot of research put into the statistical study of human behavior and movement. The ability to infer behavior 

from a single picture or a series of photos is a hot research area right now. Human Posture Recognition is a significant breakthrough in the 

direction of behavior comprehension since it may be used to identify actions taking place in a picture. Human posture estimate from the 

video is crucial for a wide range of uses, including the measurement of workouts, the identification of signs, and the manipulation of whole 

bodies via gestures. It may serve as the foundation for many dance, fitness, and yoga practices. It may also make augmented reality possible, 

where digital data is superimposed on the actual environment.The purpose of this study is to investigate and evaluate the viability of using 

Machine Learning to categorize human body position alongside a wide variety of complicated physical activities. Different basic, boosting, 

and ensemble machine learning methods are used in this study to categorize human posture based on the positions of individual body 

components (Distribution-aware coordinate representation). This study's dataset has 10 distinct physical positions that may be used to 

categorize 5 distinct workouts. These routines include variations on the push-up, pull-up, sit-up, jumping Jack, and squat. The final states 

of each exercise (the "up" and "down" postures for push-ups, for example) have been represented by two distinct classes. The strong 

predictions offered by the ensemble techniques were the result of the aggregation of the efforts of many different learners, making them 

more flexible. 
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1. Introduction 

There has been a dramatic change in the focus of computer 

applications from traditional data processing to machine 

learning in recent years as a result of the widespread 

availability and accessibility of huge volumes of data 

generated by sensors and the internet[1], [2]. Machine 

learning is an idea that has expanded widely because it 

provides concrete evidence that machines can learn and 

improve[3]. By hosting conferences, seminars, group 

discussions, experiments, and actual implementations, 

western nations have shown a strong interest in the fields of 

machine learning, computer vision, and pattern 

recognition[4]. Using a combination of exploratory and 

analytical methods, this study of machine learning and 

computer vision investigates and assesses current and 

prospective machine learning applications in computer 

vision. Research indicates that supervised, unsupervised, 

and semi-supervised machine learning algorithms are used 

in computer vision[5]. The most often used methods are 

Random Forest, neural networks, boosting and bagging, and 

support vector machines. The most cutting-edge 

applications of machine learning in computer vision are in 

the areas of object recognition, object classification, and 

relevant information extraction from images, graphics, and 

video[6], [7]. 

When it comes to computer vision, human position 

estimation is one of the most actively researched areas. The 

goal of dynamic pose estimation is to estimate human poses 

across all data sources. The process starts by viewing and 

mapping the skeletal coordinates. The divergence between 

the coordinates and proportional distance characteristics are 

used to determine what is contained inside the coordinates. 

Estimating where various human body components, such as 

the head, shoulder, elbow, wrist, hip, knee, and ankle, are 

located in a given picture is called human posture estimate. 

Sports, motion identification, character animation, clinical 

study of gait abnormalities, content-based video and picture 
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retrieval, and intelligent video surveillance are just a few of 

the many essential applications of this basic topic in 

computer vision. Even after decades of study, estimating a 

stance is still challenging. Pose estimate is difficult because 

of the complexity of human articulation, which must be 

modeled. 

1.1. Organization of paper 

The remainder of the paper is structured as follows. In 

Section 2, we look at how machine learning has evolved and 

at some of the most useful applications of this technique to 

the categorization of body posture/activity. In Section 3, we 

presented the overarching notion of distribution-aware 

coordinate representation of body components that is 

helpful in posture categorization. In this part, we also 

provide some insight into the data sets, over-sampling 

techniques, and classifiers that were put to use. The 

experimental setup, including performance assessment 

measures and the statistical tests used here, is discussed in 

Section 4. Section 5 presents the findings of the experiments 

and discusses their significance. The last section, Section 6, 

summarises the key takeaways and suggests further paths of 

inquiry. 

2. Literature Review 

The detection of human body position has been the subject 

of several academic papers. Extracting information from 

databases is a common use of machine learning algorithms, 

and several have been developed, the most prominent of 

which are supervised learning methods. Recent research on 

this topic is surveyed in this section. 

Using a combination of fuzzy logic and machine learning, 

Weiyan Ren et al.[8] demonstrated a data-efficient method 

for categorizing different sleeping positions of humans. A 

small dataset of 19,800 annotated depth photos captured by 

Kinect from 32 supine test individuals was used to train the 

classifier. Overall, 97.1 percent accuracy on the dataset was 

attained. 

Xiaokang Zhou et al. [9] trained a classifier learning model 

to recognize human activities using weakly labeled sensor 

data. Intelligent auto labeling system based on deep Q-

network (DQN) with distance-based incentive mechanism 

to increase IoT learning efficiency and manage improperly 

labeled samples. Long short-term memory (LSTM)-based 

classification is presented to recognize fine-grained patterns 

from sequential motion data, and a multisensor-based data 

fusion mechanism is devised to merge on-body sensor data, 

context sensor data, and personal profile data. The proposed 

technique was tested via experiments and assessments. 

A wearable surface electromyography biosensing device 

with in-sensor adaptive learning capabilities has been 

disclosed by Ali Moin et al.[10]. For real-time gesture 

categorization, as well as for model training and updating 

under changeable circumstances like varied arm postures 

and sensor replacement, this system locally implements an 

algorithm for neuro-inspired hyperdimensional computing. 

When trained with a single trial per gesture, the system can 

correctly categorize 13 hand motions from two users with a 

97.12 percent success rate. Maintaining a high level of 

accuracy (92.87%) even after increasing the number of 

gestures to 21 is possible thanks to the incorporation of 

model updates in response to changing conditions, which 

recovers an additional 9.5% of lost accuracy without 

requiring any extra computation on an external device. 

Kenshi Saho et al. [11] developed a non-invasive, radar-

based remote monitoring system for public restroom 

behavior and falls. The technique uses ceiling and wall-

mounted Doppler radars. Doppler radar data is input into 

machine learning methods including CNNs, LSTMs, 

SVMs, and RFs to test the model's correctness and 

usefulness. A 21-person trial correctly categorized eight 

natural events, including falling. CNN worked best with 

Doppler spectrograms (time-velocity distribution), with 

95.6% overall classification accuracy and 100% fall 

classification accuracy. 

3. Material and Methods 

3.1. Dataset 

The dataset [12] used in this research contains the location 

of 33 pose landmarks (Fig 1).  
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Fig. 1. Distribution-aware coordinate representation. 

 

Fig. 2. Diagram showing how the Proposed Model would be put into action 

Each landmark consists of the following: 

• x and y: Points on the map have been scaled by the 

image's width and height to make them normalized 

to the range [0.0, 1.0]. 

• z: Specifies how far away from the camera a 

landmark is, using hip-center depth as the starting 

point; a lower number indicates a closer landmark. 

Z's magnitude is about comparable to x's. 

3.2. Proposed Methodology 

Fig. 2. depicts the progression of the implementation 

process. 

 

3.2.1. Balancedness check for Dataset 

In a multi-classification situation, it is common practice to 

ensure that each class is equally represented. Prior 

probability ratios across classes are highly skewed, as seen 

in Fig. 3. The issue of class divisions is the term for this 

predicament. When it comes to learning from unbalanced 

data, the "de facto" typical preparation approach is the 

Synthetic Minority Oversampling Technique 

(SMOTE)[13], [14]. This is because the technique is both 

easy to build and adapt to various types of situations. If you 

want to artificially swell the number of a minority group, the 

SMOTE algorithm is likely the method you'll see most 

often. Fig. 4 displays the dataset's even distribution after 

SMOTE resampling. 
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3.2.2. Dimensionality Reduction 

A large number of dimensions are contained in the dataset, 

each one representing a particular axis along which the 

information may be read. Therefore, the more dimensions a 

dataset has, the more complicated it is to process the data. 

Complexity may be seen in terms of discovering and 

exploiting the links among distinct aspects of the dataset. 

Dimensionality reduction methods assist simplify 

relationships between several properties. These methods 

may be used to create a dataset with fewer dimensions than 

the one used as input. Dimensionality reduction is 

accomplished with the help of Principal Component 

Analysis in this study[15], [16]. Fig. 5 shows a scree plot, 

which is a depiction of the cumulative fraction of the 

variation explained. It's easy to see that if all 23 components 

are correct, we have 99.6 percent of the Explained variance. 

 

 

 

 

 

 

 

 

 

 

Fig. 3. The Distribution of the Intended Groups as a Count 

 

Fig. 4. SMOTE Resampling's Target Class Count Plot 
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Fig. 5. Scree plot 

 

3.2.3. Dataset Splitting 

To increase the trustworthiness of the training sets and 

lessen the likelihood of any accidental traits being given 

more weight than they deserved, cross-validation methods 

were used for the datasets utilized in this work, which were 

of moderate size. Moreover, the prediction ability of an 

overfitted model is severely diminished on certain "unseen" 

testing data, which is a major drawback. Through a process 

of 10-fold cross-validation(CV), the dataset is split into 

training and testing sets. In 10-Fold CV, datasets are split 

into ten parts (or "folds"), with the first nine serving as test 

and training data, respectively. Information splitting is 

performed k times (k = 10) to ensure accuracy. The 

calculated performance averages are less likely to fluctuate 

when using 10-fold cross-validation (CV). The decision 

boundaries may be improved with the use of oversampling 

using the SMOTE technique, which has nothing to do with 

cross-validation. It does not just produce duplicate entries 

but rather interpolations depending on the minority group 

instead. 

3.2.4. Training 

We employ various widely used ML algorithms at this 

point, including basic machine learning approaches like 

Logistic Regression (LR), instance Based for K-Nearest 

Neighbor (KNN)[17], [18], Naive Bayes (NB)[19], [20], 

Random Forest (RF)[21], Decision Tree(DT)[22], Multi-

Layer Perception (MLP) of Neural Network, and Support 

Vector Machine. We also applied boosting algorithms like 

Extreme Gradient Boost (XGboost), Gradient Boost[23],  

Adaboost[24], and Catboost. An ensemble approach like 

Stacking with two best classifiers was also applied. By 

combining the two models, we can achieve more accurate 

answers from most Stacked models. This is because various 

algorithms capture distinct patterns in the training data. 

Stacking's advantage is that it can pool the strengths of many 

high-quality models for a given classification to get 

predictions that outperform those of any one model in the 

ensemble. 

3.2.5. Performance Evaluation 

The area under the curve(AUC), Classification 

accuracy(ACC), Recall(REC), Precision(PRE), F1 score, 

and are only a few of the metrics that may be compared 

when assessing the efficacy of different machine learning 

algorithms via the use of confusion matrices. To further 

refine the evaluation of results, a ROC Curve Analysis is 

also carried out. 

3.3. Experimental Setup 

Core i7 processor, NVIDIA graphics card, 16 GB DDRAM, 

and 500 GB solid-state drive were used to conduct the 

research. The computer ran Microsoft's Windows 10. While 

developing with Python 3.9.7, the Anaconda IDE was used. 

4. Results  

It is important to highlight the machine learning 

methodologies used to get more accurate results while 

evaluating the efficacy of Machine Learning (ML) methods. 

We use metrics like accuracy, AUC, precision, F1-score, 

and recall to assess the efficacy of our model. 

Fig. 6-19 show the confusion matrices showing the number 

of instances that were calculated using all of the models 

considered in this study. 
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Fig. 6. Confusion matrix for kNN 

 

Fig. 7. Confusion Metrix of  Decision Tree 

 

Fig. 8. Confusion Metrix of  RF   

 

Fig. 9. Confusion Metrix of Naïve Bays   

 

Fig. 10. Confusion Metrix of SVM   



International Journal of Intelligent Systems and Applications in Engineering IJISAE, 2023, 11(5s), 477–489 |  483 

 

Fig. 11. Confusion Metrix of Catboost   

 

Fig. 12. Confusion Metrix of  XGBoostRF   

 

Fig. 13. Confusion Metrix of AdaBoost   

 

Fig. 14. Confusion Metrix of  SGD   

 

Fig. 15. Confusion Metrix of LR   
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Fig. 16. Confusion Metrix of GB   

 

Fig. 17.  Confusion Metrix of MLP(NN)   

 

Fig. 18. Confusion Metrix of  Stack   

 

Fig 19. Confusion Metrix of  XGBoost 
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Fig. 20. Classification Performance Comparision 

As can be seen in Fig. 18, proper classification instances are 

most common and misclassification cases are least common 

when compared across all methods. Tables I provide the 

ACC, PRE, REC, F1 score, and area under the curve (AUC) 

of different classification methods, which correspond to the 

confusion metrics shown in Fig. 6–19. 

TABLE I.  COMPARATIVE ANALYSIS OF PERFORMANCE 

ML 

Algorithms AUC ACC F1 PRE REC 

MLP(NN) 

98.7

5 

90.4

0 

90.4

2 

90.4

7 

90.4

0 

CatBoost 

99.1

2 

89.5

4 

89.5

4 

89.5

9 

89.5

4 

GB 

99.0

2 

88.2

8 

88.3

1 

88.3

6 

88.2

8 

RF 

98.1

1 

86.0

9 

86.0

8 

86.1

3 

86.0

9 

LR 

97.3

3 

84.9

7 

84.9

5 

85.0

0 

84.9

7 

SVM 

98.2

7 

82.7

8 

82.8

6 

83.2

3 

82.7

8 

SGD 

89.5

1 

81.1

3 

80.9

3 

81.1

5 

81.1

3 

AdaBoost 

88.7

0 

79.6

7 

79.7

3 

79.8

9 

79.6

7 

XGBoostRF 

96.3

0 

79.4

7 

79.5

7 

79.7

6 

79.4

7 

Tree 

90.0

2 

78.3

4 

78.2

9 

78.3

5 

78.3

4 

kNN 

94.5

9 

75.3

6 

75.3

2 

75.5

9 

75.3

6 

Naive Bayes 

96.3

0 

74.1

1 

73.8

9 

74.0

3 

74.1

1 

Stack 

99.1

8 

91.9

2 

91.9

5 

92.0

4 

91.9

2 

XGBoost 

99.2

4 

89.4

0 

89.4

1 

89.4

8 

89.4

0 

 

A comparison of the degrees to which various machine 

learning approaches achieve accurate categorization is 

shown in Fig. 20. 

As can be seen in Fig. 20, the Stacking with Catboost and 

MLP algorithm achieves an impressive 91.92% accuracy. 

The Precision, Recall, and F1-score all corroborate this. 

5. Analysis 

5.1. ROC Curve Analysis 

The receiver operating characteristics (ROC) curve is one of 

the most important evaluation metrics for probabilities. It 

illustrates the relationship between the true positive rate 

(TPR) and the false positive rate (FPR) as the decision 

threshold shifts, which enables an accurate assessment of 

which classification model is the most effective. The ROC, 

in conjunction with the AUC, which is a measure of 

separability, illustrates the degree to which an algorithm 

discriminates between different groups. A well-performing 

model will have a high AUC. According to the ROC curve, 

a perfect classification is represented by the point on the 

0.00
10.00
20.00
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TPR vs. FPR graph that has coordinates of 0 and 1 in the top 

left-hand corner of the graph (Fig. 21). 

 

Fig 21. Receiver operating Curve 

Fig. 22-24 show ROC Curves for three different target classes respectively. 

 

 

Fig. 22. ROC class analysis: Jumping_Jacks_down 



International Journal of Intelligent Systems and Applications in Engineering IJISAE, 2023, 11(5s), 477–489 |  487 

 

Fig. 23. ROC class analysis: Pull_up_down 

 

Fig. 24. ROC class analysis: Sit_up_down 

The overall practical implications of the cross-validation 

performances and the testing findings are shown in Fig 22-

24. When compared to other common machine learning 

methods, the Stack approach offers the greatest average 

ROC. 

6. Conclusion 

Computer vision and machine learning aim to include 

human-level data perception, interpretation, and action-

taking. Research in machine learning and computer vision 

is ongoing. Computer vision is crucial for IoT, IIoT, and 

brain-computer interfaces. Using machine learning and 

computer vision, we can recognize and monitor human 

activities in real time across media sources. Traditional 

methods of generating informed estimates and completing 

extensive analysis include supervised, unsupervised, and 

semi-supervised learning. These strategies leverage 

machine learning algorithms like SVM and KNN. 

Collecting data, training a model, and implementing its 

predictions are machine learning solutions. 

This study offered a viable paradigm for diagnosing and 

predicting breast cancer. Our proposed system for breast 

cancer detection includes data collection, pre-processing, 

segmentation, hyper-parameter tuning for ML models, 

classification based on ML, and prediction and assessment 

metrics. We analyzed seven machine learning techniques 

and boosting algorithms, including XGboost, Multi-Layer 

Perception, Naive Bayes, KNN, and Random Forest. The 

performance of frameworks' classifiers on the posture 

dataset was compared. Classifications were also stacked. 

Two-level estimators form the structure. First layer contains 

all baseline models used to predict test dataset outcomes. A 

Meta-Classifier synthesizes new predictions from baseline 

model output. We used catboost and Multi-Layer Perception 

for stacking which gave the best accuracy (91.92%). 
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To evaluate the efficacy of the algorithm in a real-world 

scenario, the authors plan to undertake a series of onsite 

experiments with a bigger sample size in the near future. It 

is also our intention to use swarm algorithms to determine 

optimal values for the hyperparameters. Additionally, we 

will adapt the selected models into a workable and usable 

resource for helping doctors make accurate diagnoses of 

breast cancer. Additional machine learning methods, new 

forms of physical exercise, and different kinds of datasets 

might all be investigated in further studies. 
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