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Abstract: In the current era different techniques were used for the retrieval of information from the data sources like data base and from 

the files. The popular technique used for the information retrieval is clustering. This paper concentrates more on the contraints which are 

used on the data sets do the clustering to cluster the data. In the overview of this paper we are learning about different clustering algorithms 

(Hierarchical , Partitioning, Grid Based, Model Based e.t.c) with their constraints. 
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1. Introduction 

In general the Clustering process is applied on the data to 

be grouped into two categories or groups. All the similar 

data items or objects to one group and other or dissimilar 

obects / items to other group[1].   

Similarity Function is used in the clustering process to 

identify the similarity between the objects and dissimilar 

objects. After clustering we can assign a label for each and 

every cluster and this process is called as classification. 

Clustering process is used in various business verticals 

like Military, Artificial Intelligence, Image Processing, 

World wide web, Health Care department, Banks, 

metrology, Telecom department, Finance, Share market 

trading side, pharmacy e.t.c[2]. 

The data present in data sources,Data properties are 

identified using various datamining approaches.The most 

popular approach to identify the properties of a data 

source is machine learning algorithmic approach. 

Machine learning algorithms are used do the  predictions 

on data.  Machine learning concentrates on design of 

algorithms and it consists of  Unsupervised and 

Supervised learning and the Classification is given in the 

Table 1. 

 

 

 

 

Table 1 : Classification of  Machine Learning 

Algorithms: [5] 

Supervised Learning Unsupervised 

Learning 

Classification Regression[6] Clustering 
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Table 2 : Supervised Learning verses Unsupervised Learning:  

Property  Supervised 

Learning  

Unsupervised Learning  

Definition Groups the input 

data. 

Assigns Class labels 

Purpose Used to interpret 

input data 

used to develop and predict model for the given input and 

output data souce.  

Number Of 

Classes 

Known Unknown 

Based On Training Set Not requires any prior Knowledge 

Used For Future 

observations 

Develops, predicts model for to better understand data 

and finds unknown properties for a particular data set 

 

Clustering: 

It is a unsupervised data mining technique is a processs 

for combining the similar data items or objects to one and 

dis similar ones to the other. 

Data mining refers to the process of extracting data from 

the data sources like Files and Data bases. Data mining 

contains activities like regression , classification,  

Anomaly detection, association mining rules, clustering 

data, summarization. Stages  of Clustering are shown in 

the Fig 1. 

 

Table 3 : In Data Extraction Clustering Requirements: 

Requirements Details 

Data Scalability Its Ability To Compress The Data 

Deals With  Various Kinds of Attributes, noise and outliers 

knowledge Requires the corresponding vertical knowledge 

Finds Clusters of different shapes, Noise And Outliers 

Orders Input  Data Even though it is in sensitive  

Dimensionality Addresses The High Dimensionality. 
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Classification: 

It is a process of assigning class labels for the Input data 

and it is one of the data mining tasks. 

Example: Classification can be used to identify the risk 

rates for a person who invest on share market are low, 

medium and high[7]. 

Regression: 

It is a process which is used to find or predict the 

continuous values for a given data source and it is one of 

the good data mining tasks. Example If any company data 

is given by using regression we guess the companies 

future that’s is it will be in the losses or profits in the future 

and it is used in all most all the business verticals [8]. 

Clustering Types: 

Clustering process is be divided into two sub groups based 

on data point assignment to the clusters. The two sub 

groups of clustering are [9]. 

a. Hard Clustering: Here every data point is assigned to 

a single cluster.The data points after hard clustering in the 

clusters will have maximum similarity[10].  

b. Soft Clustering: Here every data point can be assigned 

to the multiple clusters. The data points after hard 

clustering in the clusters will have minium similarity[11].  

 

2. Literature Survey 

Various researchers are contributing their efforts in the context of clustering. Here major clustering methods and their 

clustering types are mentioned in the Table 4.  

Table 4: Research Papers, Authors and Method 

S. No Clustering Algorithm Paper Clustering Type 

1. Constrained  Partition Level  Partitioning[12] 

2. A Study of Hierarchical Clustering Algorithms Hierarchical[13] 

3. An Effective Algorithm based on Density Clustering 

Framework 

Density 

Based[14] 

4. A Grid Based Clustering  Grid Based[15] 

5. Model-based Clustering with Soft Balancing Model Based[16] 

6 Agglomerative hierarchical technique for partitioning 

patent dataset 

Unsupervised [17] 

7 K- Mean Unsupervised[18] 

8 Parallel k/h-Means for Large Data Sets Unsupervised[19] 
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Partitioning Based Clustering 

Partitioning based clustering algorithm is used to split a 

given data set into various sub clusters where exactly only 

one data item is present in each sub cluster. All the subset  

will contain a cluster centroid. Other name for Partitioning 

Based Clustering are centroid based clustering or iterative 

relocation algorithm. It is executed for number of times as 

required by the user till he gets required good clusters.

Table 5  : Types of Partitioning Clustering Algorithms: 

Short Form Partitioning Clustering 

Algorithms  

Details proposed by 

K- Means K- Means[20] It is used to divide the given data 

set into k clusters  

J MacQueen et al. 

Parallel k/h-Means Parallel k/h-Means[21] It is a version of kmeans and 

used for Large Data sources 

Kilian Stoffel et al. 

Global k means Global k means[22] It is a incremental version of K 

means 

Aristidis Likas et al. 

K Means++ K Means++ [23] In any cluster, It is used to 

reduce the average squared 

distance between points. 

David Arthur et al. 

PAM Partition Around Mediods[24] In the starting,It chooses K 

medoid and and then medoid 

objects are swapped with non 

medoid. PAM is robust, can 

remove noise and outliers which 

in turn improves cluster quality. 

Mark Van der Laan et 

al. 

CLARA Clustering Large Applications 

[25] 

It uses sampling approach to 

deal with data source containing 

more number of objects which 

reduces the storage and 

computing time. 

Kaufman et al. 

CLARANS Clustering Large Applications 

based on RANdomized Search 

[26] 

It uses a randomized search 

when the data set is containing 

more number of objects.It is 

much better than CLARA and 

PAM.It is best suitable for large 

clustering applications. 

Raymond T. Ng and 

Jiawei Han 

 

Hierarchical Based Clustering 

Hierarchical based Clusetering method is used to take a 

data souce and break them into sub clusters till the user 

requirement meets or used to combine sub cluster to form 

a big cluster results in gerneration of a cluster tree. It is 

based on one of the two types. They were agglomerative 

and divisive.  
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Table 6 : Types of Hierarchical Clustering Algorithms 

Short Form Hierarchical Clustering 

Algorithms  

Details proposed by 

BIRCH Balanced Iterative Reducing and 

Clustering Using Hierarchies 

[27] 

It is robust and 

applicable for 

clustering the large 

data sources. 

Tian Zhang et al. 

CURE Clustering Using 

REpresentavives [28] 

It is used to deal with 

large databases to 

cluster and it combines 

partitioning and 

random sampling 

methods.It requires 

less execution time, 

memory and generates 

high quality clusters. 

Sudipto Guha, 

Rajeev Rastogi, 

Kyuseok Shim 

ROCK  Robust Clustering using links It is used to analyze  

the links to cluster the 

data for a given data 

set. 

Sudipto Guha, 

Rajeev Rastogi, 

Kyuseok Shim, 

Rock 

CACTUS Clustering Categorical Data 

Using Summaries[30] 

It is useful to cluster 

the categorical data 

and it consumes less 

time for its 

execution.It can be 

used on any data set of 

any size. 

Venkatesh Ganti et 

al. 

SNN Shared Nearest Neighbor [31] It is applicable for data 

set which contains 

more density and 

unstable density. 

Ganti, Venkatesh,  

Gehrke, Johannes & 

Ramakrishnan, 

Raghu 

 

Agglomerative Clustering: 

In agglomerative algorithm bottom up approach every 

object is tried to combine with other clusters iteratively till 

the user is conditions are satisfied [32].  

Divisive Clustering:  

In agglomerative algorithm down up approach start with 

one cluster and then it divides into smaller iteratively till 

the user is conditions are satisfied [33].  

Density Based Clustering: 

Density based clustering method the data points are 

grouped based on a radius as a constraint. Means the data 

points within a specified radius are grouped and other 

points are treated like noise. Based on different condition 

the data points are separated are connectivity and their 

boundary. 
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Table 7 : Types of Hierarchical Clustering Algorithms: 

Short Form Density Clustering 

Algorithms  

Details proposed by 

DBSCAN Density Based 

Clustering[34]. 

It is used for large data set which 

contains more noise and outliers. 

Martin Ester, 

Hans-Peter 

Kriegel, Jörg 

Sander, and 

Xiaowei Xu 

SUBCLU SUB space 

Clustering[35]. 

It which is used to cluster the subspace 

data and is more efficient. 

Kröger, Peer & 

Kriegel, Hans-

Peter & Kailing, 

Karin 

DENCLU Density Based 

Clustering[36] 

It which is used to cluster the 

multimedia data and data set which 

contains more noise. 

Alexander 

Hinneburg and 

Daniel A. Keim 

DENCLU-IM Density Based 

Clustering[ 

Improved[37] 

It which is used to cluster the 

multimedia data and data set which 

contains more noise and outliers. 

Hajar Rehioui, 

Abdellah Idrissi, 

Manar Abourezq, 

Faouzia Zegrari 

 

Table 8: The data point classification: 

Data Point Type Point Details 

Core  Points which inside a particular cluster are called as core 

points. 

Border  Other than core points are called as Border points. 

Noise  It is a point which is not core and not Border are called as 

Noise point. 

 

Grid Based Clustering: 

Grid Consists of finite number of cells and on the cells the 

operations are performed. Each cell represents a data. Grid 

based clustering isused for non numeric data and generally 

used for clustering spatial data. 
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Table 9: Types of Grid  Base Clustering Algorithms 

Short 

Form 

Density Clustering 

Algorithms  

Details proposed by 

MAFIA Merging of Adaptive 

Finite IntervAls[38] 

It is uses bottom up Adaptive calculation to 

cluster subspace data. 

Nagesh, Harsha S., Sanjay 

Goil and Alok N. 

Choudhary 

BANG BAtch Neural Gas It uses neighbor search algorithm to do the 

clustering. The pattern values comes from the 

algorithm of neighbor search. 

Schikuta, Erich & Erhart, 

Martin 

 

 

CLIQUE Clustering IN 

QUEst[40] 

It is based on the grid anddensity based 

algorithms to do the clustering on a given data set. 

 

Model Based Clustering 

It is used create clusters depends on the similarity(low, 

medium and high) between them. It maps data exactly to 

the models. Here the similarity always dependson the 

mean values. Model based clustering algorithm reduces 

the error function.  

Clustering Algorithms Performance Evaluation: 

The performance of any clustering algorithm always 

depends on the following parameters. 

Clustering Algorithms Performance Evaluation 

parameters: 

1. Data  Types  used in Clustering. 

2. Number Of Data Points Per Clusters. 

3. Total Number Of Clusters. 

4. Dealing With Unstructured Data. 

5. Interpretability. 

6. Number Of Levels Generated. 

7. Clustering Scalability. 

8. High Dimensionality. 

9. Convergence. 

10. Shape. 

11. Time Complexity. 

12. Space Complexity. 

Data Types used in Clustering 

Clustering algorithm can be applied on any one of the two 

types of data[41].

Table 10 : Qualitative verses Quantitative Data Types 

Property   Data Type1 Data Type2 

Data Type   Qualitative[42] Quantitative[43] 

Other Name Categorical Data Numerical Data  

Examples Nominal, Ordinal and Binary Discrete and Continuous 
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Qualitative Data Type 

Qualitative type of data can’t be measured  / counted using 

numbers but it can be divided into categories. Example: 

Gender of a person may be male, female, or 

others.Qualitative Data Type is of two types. They were  

Table 11 : Qualitative Data Types 

Data Type Details 

Nominal It  cannot be ordered or sequenced. 

Ordinal It can be ordered or sequenced. 

Binary It can take any one of the two values either false or true. 

 

Quantitative Data Type 

Quantitative type of data can’t be measured  / counted 

using numbers but it can be divided into categories. 

Example: Person  gender (male, female, or others). 

Quantitative Data Type is of two types. They were  

Table 12 : Quantitative Data Types 

Quantitative Data 

Type 

Details 

Discrete It is countable, Continuously measurable and expressed in specific values. 

Continuous It contains infinite number of real values within a given interval. Example 

height of a student can't take any values but can't be negative. 

 

Table 13 : Quantitative verses Qualitative Data Types 

Quantitative Data Type Qualitative Data 

Countable  / Measurable Not Countable  / Measurable and relates to words 

Fixed Values Subjective 

Measurement Source Source is  observations, interviews, open dataset 

Structured data collection methods. Semi Structured or un Structured data collection methods 
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Note: 

Suitable data type should be used for the algorithm to get 

good results. 

Number Of Data Points Per Cluster: 

The Data source (data set or data base) consists of set of 

points which are assigned clusters. So each cluster 

consists of set of point based on the clustering algorithm. 

Total Number Of Clusters: 

These are the total or all the clusters generated by the 

clustering algorithm after successful run. 

Dealing With Unstructured Data: 

The data sets / data bases consists of noisy,  missing values  

and erroneous data. So some special algorithm are 

required to handle unstructured data to give a structure for 

the data in the data set / data base to cluster it. So one of 

the popular algorithm used in the market is UCluster and 

it can discover new patterns [44]. 

Interpretability: 

After getting the clusters by applying any clustering 

algorithm, the clusters data should be easily understood, 

comprehensible, and usable[45]. 

Number Of Levels Generated: 

In Hierarchical clustering algorithms are of two 

types.They were divisive (top-down) and agglomerative 

(bottom-up). In the divisive clustering algorithm clusters 

the data set or data source by splitting it recursively till 

one data item per cluster. In the divisive clustering 

algorithm it starts with individual data to group / Merging 

similar ones to create new Clusters[46]. 

Clustering Scalability:  

Scalability in clustering means scaling the individual 

capacities of each of the cluster's being a part of a whole 

services for handling Huge amount of data which requires 

high computational costs. So what ever may the clustering 

algorithm, data both but it should be scalable otherwise 

appropriate result will not be generated[47].  

High Dimensionality: 

In General if the data set /data base conatins features 

(variables observed) is close / larger than observations 

(data points) is called as High Dimensionality. Oppposite 

concept is called as low Dimensionality. High 

Dimensionality clustering can address high dimensional 

space with small data size. 

Convergence: 

It is an criteria which controls the minimum change in 

cluster centers by using Convergence criterion. 

Convergence criterion represents minimum distance 

between clusters that is maintained. Convergence 

criterion value should always be in between 0 to 1[49]. 

Shape: 

Each clustering Algorithm  handles the clustering in 

different shapes[50]. 

Table 14 : Clustering Algorithm  Shapes it Handles 

Clustering Algorithm Shape it Handles 

K -Means Hyper Spherical 

Centroid / Medoid Based Approach Concave Shaped Clusters 

Cure Arbitrary Shaped Clusters Of Uneven Density 

Partitional Clustering Hyper-Ellipsoidal 

Clarans Polygon Shaped 

Dbscan Concave Clusters 
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Time Complexity: 

It is the total time taken by an algorithm to execute all the statements in it. Time Complexity always depends on the clustering 

algorithm[51]. 

Taable 15 : Clustering Algorithms and their  Time Complexities 

Clustering Algorithm Time Complexity 

K -Means O(n) 

K-medoids O(nˆ2) 

PAM O(nˆ2) 

CLARA O(n) 

CLARANS O(nˆ2) 

BIRCH O(n) 

CURE O(sˆ2*s) 

ROCK O(nˆ3) 

Chameleon O(nˆ2) 

Sting O(n) 

Clique O(n) 

e.t.c 

Space Complexity: 

It is nothing but the combination of auxiliary space (space used by the variables in the algorithm) and the space used by input 

values. 

Table 16 : High and Low Space Complexities papers 

Paper Pupose / used for 

A Rapid Hybrid Clustering Algorithm for Large 

Volumes of High Dimensional Data[52] 

High dimensional data 

Accelerated K-Means Algorithms for Low-

Dimensional Data on Parallel Shared-Memory 

Systems[53] 

low dimensional data 

 

Note: 

1. The time Complexity or space Complexity of the 

clusteing algorithm  depends on the number of patterns, 

clusters, iterations and Levels Generated[54]. 

2. Clustering algorithm  performance depends Data 

set, Data size , clusters shape, objective function, distance 

measure or metrics. 

3. Clustering algorithm  are used for different data 

types like Quantitative, Qualitative, Textual data, 
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Multimedia, Network, Uncertain, Time Series, Discrete 

data e.t.c [55]. 

4. For identifying the similarities in between the 

clusters, Distance Functions are used. Examples of 

distance functions are Euclidean Distance Function, 

Manhattan Distance Function, Chebyshev Distance 

Function, Davies Bouldin Index e.t.c. Distance Function 

can effect the Performance of the clustering 

Algorithms[56]. 

5. In Knowledge Discovery in Databases(KDD) 

process the Clustering  algorithm is one of the step[57]. 

6. Similarities may or may not be present in 

between the Inter-cluster and Intra-cluster in the 

clustering process[58]. 

7. In any Clustering  Algorithm scalability plays a 

major role to differentiate a cluster group with other 

cluster group[59]. 

8. Every Clustering  Algorithm will have its own 

advantages and disadvantages based on the constraints, 

metrics used in the clustering algorithm[60]. 

3. Conclusion 

This survey concentrates on various research techniques 

and methods which are used in clustering. So the final 

conclusion is performance and accuracy of clustering 

algorithms always depends on the contraints used in it. 

Performance is always in terms of execution time and 

accuracy is in terms of similarity between the clusters. 
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