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Abstract: A high standard of phishing prevention became essential when it came to Internet phishing. As a result of sophisticated 

phishing attacks, a new mitigation challenge was created. Internet phishing has recently raised serious security and financial issues for 

people and businesses around. There has been a significant financial loss associated with internet services that provide a variety of 

communication channels, including electronic commerce, online banking, research, and online trading, as well as those that exploit both 

software and human weaknesses. The aim of the study is to identify the extent of works and their limitations for cloud security, to design 

and develop the solution for cloud security, and to evaluate the model. 

We propose this new model mining model, which consists of two main bases: preprocessing and classification. the accuracy obtained in 

this study for malware analysis is quite high, with the highest accuracy being 95.2%. 

The results of the Intrusion features, Features of Models, Malware Detection Graphs for the data, Attacks Identified from different 

countries for the data, Machine learning Based Model Implementation, and Accuracy of analysis were analyzed and data were obtained. 

Deploying sensors or agents on cloud-based systems and apps is often the first step in the data collection process for malware 

investigation in the cloud. Network-based intrusion detection systems (NIDS) or intrusion prevention systems are a popular way to 

collect data. An important paradigm that delivers the results for the grouping of requests is the application of SVM to the problem of 

assault detection. 
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1. Introduction 

Internet phishing prevention on the highest level became 

essential. A new mitigation difficulty was generated by 

the intimidation caused by more sophisticated phishing 

assaults [1,2]. Internet phishing has recently raised 

serious security and financial issues for people and 

businesses around. Internet services that provide a 

variety of communication channels, including electronic 

commerce, online banking, research, and online trading, 

and that take advantage of both software and human 

weaknesses suffered from significant financial loss [3,4]. 

As a result, improved privacy-preserving data mining 

techniques are constantly needed for online information 

exchange that is trustworthy and secure. Data mining 

algorithms became significantly more complex as a 

result of the huge expansion in consumer personal data 

storage, which had a big impact on information exchange 

[5,6]. 

The Privacy Preserving Data Mining (PPDM) algorithm, 

among other existing algorithms, produces great results 

in terms of the inner perception of preserving privacy 

and data mining. The three mining aspects—association 

rules, classification, and clustering—must all be 

protected in terms of privacy [7,8]. Many communities, 

including the database, statistical disclosure control, and 

cryptography communities, have engaged in an extensive 

discussion of the issues raised by data mining. The 

development of new cloud computing technology made 

it possible for business partners to exchange information 

and data for mutual advantage. All of these are 

connected to the growing complexity of data mining 

techniques that have an impact on information sharing, 

as well as the cumulative ability to store users' specific 

data [9-11] 

Several privacy protection techniques for data mining are 

currently available. These include cryptography, L-

diverse, taxonomy tree, randomization, clustering, 

association rule, and K-anonymity [12]. They also 

include classification, distributed privacy preservation, 

association rule, clustering, and taxonomy tree. The 

PPDM methods secure the data by altering it to cover up 

or remove the original, sensitive information. They often 

rest on the ideas of privacy failure, the ability to 

distinguish between original user data and updated data, 

information leakage, and assessment of data accuracy 

loss [13,14]. These methods' primary goal is to provide a 

trade-off between precision and privacy. Other strategies 

that use cryptographic methods to stop data leakage are 

very costly computationally. On the other hand, PPDMs 

make advantage of data distribution and partitioning that 
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is dispersed horizontally or vertically among numerous 

organizations [19-22]. 

Sometimes people are hesitant to disclose the entire set 

of data and may want to use different protocols to block 

the information [23]. The main justification for using 

such methods is to protect people's privacy while 

obtaining overall results from all the data. Despite 

extensive research, a technique with acceptable privacy 

settings is still a long way off. Before data is transmitted 

to several cloud service providers, it must be protected 

[24]. Prior to exchanging customer data with 

unauthorized third parties who are not directly permitted 

access, it is necessary to identify the clients in order to 

protect their privacy. This can be accomplished by 

removing the unique identifying fields from the dataset, 

such as name and passport number [25]. Despite the 

elimination of some information, other pieces of 

information, such as the number of children, date of 

birth, gender, zip code, calls made, and account numbers 

can still be utilized to identify potential subjects. To stop 

these types of breaches, data mining must employ more 

stringent and highly effective privacy preservation 

procedures [26,27]. 

Here we are discussing the importance of privacy-

preserving data mining techniques in preventing internet 

phishing and maintaining secure online information 

exchange. The Privacy Preserving Data Mining (PPDM) 

algorithm is introduced as an effective method for 

protecting sensitive information through altering and 

obscuring data. 

Aims and objectives 

1. To identify the extent of works and their limitations 

for cloud security 

2. To design and develop the solution for cloud security, 

and to evaluate the model. 

Questions of the study 

1. Whether the formulated process can be helpful in the 

daily activities of the user. 

2. Whether the designed process can maintain privacy 

policies and avoid intrusion of cloud computing. 

Significance of the study 

The research work's overview has been given. 

Centralized computing systems are now widely used as a 

result of the World Wide Web's explosive growth. In 

order to provide on-demand access to the content kept on 

the centralized network platforms, these solutions are 

essential. The term "cloud computing" generally refers to 

this strategy. At every point of the data lifecycle, data 

security is a requirement. Similarly, to this, strong 

security methods are needed for the data stages when the 

data is provided for use at sharing levels and stored in 

rest positions. Data remanence, which offers a physical 

representation of the data after the deletion procedure has 

been completed, is a frequent problem that has been 

raised from the data storage over the cloud. In order to 

do this, data encryption has been recognized as an 

appropriate approach that can aid in data protection. 

Along with these mentioned challenges, various aspects 

of the data kept in the cloud have flaws that affect its 

availability, confidentiality, and integrity. The common 

method by which the assurance of the stored data can be 

offered for defining the data transit has been highlighted 

as the integrity of the data. In this context, the term "data 

availability" refers to the reporting of pledge data. 

2. Literature Review 

Particularly as a result of the use of social networking 

sites like Twitter, Facebook, etc., data is dramatically 

growing every day. Because it costs more to maintain 

resources, it is extremely hard for data owners to 

preserve and manage such a large amount of data 

[15,16]. Data owners use cloud resources to reduce costs 

in order to solve this problem. However, the cloud might 

be curious as a 3rd party, which could result in the 

revelation of personal information. Due to this, 

researchers developed a technology known as privacy-

preserving data mining that enables users of cloud 

storage to maintain their anonymity (PPDM). Private 

data is kept private even after mining since PPDM 

protects data owners' privacy in the cloud [28]. 

In a paper, they provide an improved defense mechanism 

(OpenFlowSIA) based on support vector machines and 

our suggested algorithm, the idle-timeout Adjustment, to 

guard Software-Defined Networks against flooding 

attacks (Distributed Denial-of-Service) (IA). In addition 

to effectively applying the IA algorithm and coherent 

policies to protect networks from resource exhaustion 

brought on by flooding attacks, their methodology also 

makes use of SVM classification advantages such as 

high accuracy and quick processing time. This is 

especially true for the SDN controller and OpenFlow 

switches. The OpenFlowSIA scheme demonstrates 

through extensive trials that it might be a creative 

approach to defend and conserve network resources from 

flooding attacks in Software-Defined Networks [29]. 

Recent technology developments have fueled the cloud's 

growth and success. Since it offers affordable structures 

that facilitate data transport, storage, and intense 

computing, this new paradigm is piquing growing 

interest. However, due to both the loss of data 

management and the impersonal nature of clouds, these 

prospective storage systems also come with a number of 

difficult design problems [17,18]. A recent poll was done 

with the aim of providing a unified perspective on client 
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concerns regarding data security and privacy in cloud 

storage environments. The protection of outsourced data 

in cloud infrastructures is addressed by a survey that 

offers a critical comparative analysis of cryptographic 

defense methods and, beyond this, discusses future 

research directions and technological trends [30]. 

Data mining aims to draw out meaningful information 

from massive sources of various data. However, the data 

becomes subject to processing during the data mining 

process, whether on purpose or accidentally. A novel 

idea in the field of data mining, privacy preservation 

places the security of user data mining as its top priority. 

It guarantees that sensitive data privacy will be 

maintained even after being mined by numerous parties. 

Data distortion, clustering, intersection, data distribution, 

and other known techniques for privacy-preserving data 

mining are used [31]. 

As a result of the Internet and social media, data and 

information are now more accessible and readily 

available than ever before. The data mining process is 

used to search this enormous data set and find 

undiscovered relevant data patterns and forecasts. Data 

mining enables the meaningful connection of unrelated 

data, the analysis of the data, and the representation of 

the results in the form of practical data patterns and 

predictions that aid in and forecast future behavior. Data 

mining has the potential to violate sensitive and private 

information. If some of the data leaks and identifies a 

person whose personal information was used in the data 

mining, then individual privacy is at risk. There is a 

variety of privacy-preserving data mining (PPDM) 

methodologies and procedures that are designed to 

protect sensitive data and privacy while still producing 

reliable data mining findings. Data protection strategies 

are incorporated into PPDM techniques and processes 

when data mining is being done [32]. 

3. Methods   

New Model Mining 

A new model mining proposed the primary way that this 

methodology operates is that the problem statement must 

be defined from a literature review. It covers the methods 

of processing in which the presentation of the plan must 

be created by taking into account the limitations of 

previous investigations. Based on these restrictions, the 

steps of the study methodology have been taken into 

account to define the extraction process. These steps 

have been illustrated as follows for clarity's sake:

 

 

Fig 1: steps followed in this research methodology 

The approaches that have been used to illustrate the 

development of the strategy for defining the limitation in 

existing models are presented in the identification of the 

problem statement. During the study, it was taken into 

account to identify the methods for dealing with DDoS 

attacks and preventing security concerns. The following 

chart shows the attacks over time (Figure 2). 



 

International Journal of Intelligent Systems and Applications in Engineering IJISAE, 2023, 11(6s), 246–256 |  249 

 

Fig 2: Trends in DDoS attacks over time. 

The primary goal is specified in terms of illuminating the 

design of the model that has been chosen for 

development, in accordance with this step of the research 

technique. It comprises the procedures followed when 

creating the model, as well as the methods of processing 

that are used to illustrate the implementation strategy. 

Based on this stage, the choice of data mining methods 

has been taken into account for reporting the method to 

deal with DDoS attacks.  

 

Fig 3:  Flowchart  illustrating the implementation strategy of Solution process for DDoS attacks 

 

Fig 4: steps in methodology 
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Analysis of Meraz data 

The Meraz dataset consists of several text data types, 

such as news articles, forum postings, and comments 

from social media. There are examples in various 

languages, including Spanish and French, along with the 

text data, which is mainly in English. The collection is 

well-annotated, and many of the text instances have 

labels. Machine learning models can be trained using 

these labels to perform tasks like sentiment analysis and 

text classification. 

Table 1: Meraz dataset used 

Attribute Description 

DataLabel The label of the observation 

EncryptionStatus The status for the encryption data 

FeatureSize The Size of the model features 

AlignmentFile Model feature file alignment 

FeatureModel The size of models 

FactorSize The size of the packets 

Checksum Feature values of checksum factors 

 

The bias in the Meraz'18 dataset can be found and 

measured using a variety of ways. One method is to 

analyze the text using a language model that has already 

been trained, and then look for patterns in the data that 

might point to bias. Another strategy is to have human 

annotators mark the text for bias before using the labeled 

data to train a machine-learning model to recognize bias 

in fresh content. 

 

Fig 5: Result of analysis of accuracy in this study 
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4. Results 

Organizations are increasingly using cloud computing to 

store, process, and analyze data, but because there is a 

higher danger of malware assaults, they must be able to 

gather and analyze significant amounts of data on 

malware. 

We performed 6 experiments on the dataset and 

successfully, we get the following results: 

Table 2: Comparison of the results of the algorithms 

Experiments Accuracy RMSE 

SVM 0.90 0.10 

Naïve Bayes 0.75 0.30 

Random Forest 0.80 0.20 

Decision Tree 0.80 0.28 

Logistic Regression 0.70 0.35 

Neural Network 0.85 0.15 

 

Based on this table, the best method would be SVM with 

the highest accuracy of 0.90 and the lowest RMSE of 

0.10. 

Deploying sensors or agents on cloud-based systems and 

apps is often the first step in the data collection process 

for malware investigation in the cloud. Network-based 

intrusion detection systems (NIDS) or intrusion 

prevention systems are a popular way to collect data 

(IPS). Utilizing endpoint security solutions, such as 

endpoint detection and response (EDR) or endpoint 

protection platforms (EPP), which identify malware at 

the endpoint level, is an additional strategy. 

 

Fig 6: Various algorithms used in the study for analyzing intrusion features and their respective performance 

In addition to these techniques, information can also be 

gathered directly from cloud-based applications and 

systems like web servers and databases. After the data 

has been gathered, it is processed and analyzed to find 

potential malware risks. This process incorporates 

machine learning, which aids in finding new and 

undiscovered malware. Organizations can take 

appropriate action, such as isolating infected systems and 

patching vulnerabilities, to stop the spread of the 

malware and lessen the impact of the assault when the 

data has been reviewed and the scale of the incident is 

established. 



 

International Journal of Intelligent Systems and Applications in Engineering IJISAE, 2023, 11(6s), 246–256 |  252 

 

Fig 7: Analysis of designed models used in this study with their respective performance 

 

Fig 8: Models used in this study for detecting malware and their respective performance 

Having access to high-quality datasets that can be 

utilized to train and test detection algorithms is important 

in order to successfully prevent and detect malware in 

cloud environments. Using publicly accessible datasets 

as a starting point in the development of a dataset for 

malware detection in the cloud is the first strategy. These 

datasets offer a significant quantity of data that can be 

utilized to train and test detection algorithms. 

Using proprietary datasets gathered by the companies 

that run cloud environments is another method for 

creating a dataset for malware detection in the cloud. 

 

Fig9: Identified attacks from different countries. 
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Utilizing synthetic datasets is a third method for creating 

a dataset for malware detection in the cloud. The use of 

active learning, which depends on detection algorithms, 

is a fourth method for creating a dataset for malware 

detection in the cloud. As a result, a variety of techniques 

can be utilized to create datasets for malware detection in 

the cloud. 

This type of extracting the data is crucial in analyzing 

network security, however many limitations are present 

that impact the data collection. 

One of the major limitations is the availability of data 

although the internet is a vast source of information 

everything is not relevant and some are not available as 

they are hidden or protected by encryption. Second is the 

quality of data. Third is the complexity of extracting the 

data as it is time-consuming and requires special tools, 

methods, and techniques. The fourth is privacy concern 

and the fifth is the scalability of data extraction. In order 

to overcome these limitations security analysts should 

select data carefully and maintain high knowledge of the 

field and also the organizations should follow new 

trends. 

 

Fig 10: Implementation of machine learning models. 

A combination of tools, techniques, and best practices 

must be used to implement the analysis of data using a 

dataset for malware analysis in cloud computing settings 

in order to successfully identify and stop malware 

assaults. The steps in implementing data analysis are 

data collection, data pre-processing, data visualization 

and exploration, feature engineering, model testing and 

training, model deployment, model maintenance and 

monitoring, and incident response. 

 

 

Fig 11: results of malware analysis vertices in this study 
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Fig 12: Results of malware analysis in this study 

 

5. Discussion  

The development of sophisticated cyberattacks that 

outperform conventional security defenses and have 

terrible repercussions has been driven by revolutionary 

advancements in network technologies. In order to build 

a strong line of defense against cyberattacks, intrusion 

detection systems (IDS) are now viewed as key 

components in network security infrastructures. High 

dimensionality's curse and class imbalance, which tend 

to lengthen detection times and reduce IDS efficiency, 

are the main difficulties facing IDS. Using four distinct 

types of classifiers—K-nearest neighbors (KNN), 

Random Forest (RF), Support Vector Machine (SVM), 

and Deep Belief Network (DBN)—the selected features 

of classification accuracy of an IDS model are examined. 

The analysis's findings indicate that RF is the best 

classifier to combine with any of these four feature 

assessment metrics in order to get a higher detection 

accuracy than other classifiers. We advise using 

consistency measures for constructing an effective IDS 

in terms of DR and FAR based on the statistical findings. 

In this study we used random first, SVM, decision tree, 

and naive bayes are used for analyzing accuracy [33]. 

Malicious software is referred to as malware. It is 

computer code that was created with malicious intent. A 

malware detector is a system that utilizes the call graph 

technique of the Application Programming Interface 

(API) as well as other techniques to try and identify 

malware. Because of its computational complexity, 

matching the API call graph using a graph-matching 

method has an NP-complete problem and is slow. This 

paper suggests an API call graph-based malware 

detection solution. A data-dependent API call graph is 

used to represent each malware sample. The input 

sample is first converted into a condensed data 

dependant graph, and then a database of malware API 

call graph samples is compared to them using a graph-

matching algorithm. The Longest Common Subsequence 

(LCS) algorithm, which is applied to simplified 

networks, is the basis of the graph matching algorithm. 

By choosing paths in the API call graph with the same 

edge label, such an approach lowers the computational 

complexity. The suggested malware detection method 

has a 9.38% detection rate and a 0% false positive rate, 

according to experimental results on 85 samples [34]. 

Predictive maintenance is a condition-based maintenance 

approach (CBM) that only performs maintenance when it 

is necessary, preventing breakdowns or pointless 

preventive actions. Advanced monitoring and diagnosis 

solutions using machine learning (ML) have grown more 

and more appealing. Implementing ML-based PdM is a 

challenging and expensive procedure, particularly for 

those businesses that frequently lack the essential talent, 

resources, and labor. So, in order to determine when ML-

based PdM is the best maintenance technique, a cost-

oriented analysis is necessary. However, no prior 

research has taken both costs into account in the 

economic evaluation of PdM. The implementation of this 

strategy involves investment costs in IT technologies in 

addition to costs incurred from traditional maintenance 

activities depending on the performance of the ML 

model classifier [35] 
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6. Conclusion 

During this study, we identified the main obstacle of 

cloud computing as the incorporation of security 

protocols to protect the data stored in the cloud. To 

address this, we developed a process that enhances the 

user's daily activities by enabling them to store and 

retrieve data from a centralized platform. The process 

also takes into account the latest trends in the field of 

cloud computing to ensure the security of the data. We 

implemented the proposed model and achieved results 

and accuracy when we applied the svm algorithm, the 

accuracy was 90% and the root mean squared error was 

10%.. Our model employed various technologies, 

including DDoS assault prevention mechanisms, to 

ensure secure data storage. Overall, this study highlights 

the importance of maintaining privacy policies and offers 

a comprehensive solution for the security of data stored 

in the cloud.  
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