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Abstract: The election of presidential candidates for 2024 is included in the democratic process to elect the president and vice president 

for the period 2024-2029. In this case, there are already names of presidential candidates who have been nominated and many survey 

institutions have published survey results on several candidates who are eligible to become presidential candidates, based on this, not a 

few netizens have expressed their opinions that can be made regarding public sentiment. about the trend of presidential candidates which 

is currently being discussed on Twitter social media. In this study, public sentiment analysis was carried out on trends in presidential 

candidates by comparing three classification algorithms, namely support vector machine (SVM), K-Nearest Neighbor (K-NN) and Naïve 

Bayes (NB). Comparisons are made to find out which algorithm has better accuracy. This research is also expected to provide references 

and knowledge to the public about the trends of presidential candidates in the upcoming presidential election. The data taken are 9966 

twitter data regarding presidential and presidential candidates as well as tweet data taken in the second week of 09-17 September 2022. 

The results of this test concluded that the SVM algorithm is superior to K-NN and Naïve Bayes which get an accuracy rate of 79.57%. 

The results of this study get the best and most effective algorithm in classifying positive and negative comments on the 2024 presidential 

candidate trend. 
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1. Introduction 
Indonesia is a country with a democratic system. The 

democratic system here refers to the election of the 

president and vice president. Elections in democracies are 

usually held periodically. In 2024, presidential and vice 

presidential elections will be held. The trend of the 

popularity of presidential candidates is currently being 

hotly discussed by the public through social media, 

especially social media Twitter. Unlike people in the past 

who conveyed their criticisms, suggestions, and opinions 

through print media, not a few people have writing skills or 

have the opportunity to publish their writings. However, 

currently, the advancement of communication technology 

has made changes, one of which is the habit of people 

expressing their opinions on social media networks. One of 

the social media that is known among internet users today 

is Twitter. Indonesia is the fourth most populous 

democracy in the world and the fifth most Twitter users in 

the world. The 2024 presidential election in Indonesia has 

become an interesting topic for Twitter users as well as an 

effective and efficient campaign media[1]. 

Twitter is an internet service or online social media service 

that facilitates its users to read and send messages of up to 

280 characters called tweets. Previously, Twitter messages 

were limited to 140 characters and later increased to 280 

characters on November 7, 2017. The services that Twitter 

provides to its users include creating statuses called Tweets 

that other Twitter users can read, and Twitter is a website 

that provides a collection of opinion data from people 

around the world. As a result of channelling opinions and 

comments, Tweets become a source of information that can 

be used to analyze public opinion against institutions and 

individuals[2],[3]. This is because Tweets contain 

sentiments that can be used as a measure of public opinion 

that can be used as a basis for evaluation in the future. To 

determine the sentiment of a tweet, we can divide it into 

two sentiments, namely positive and negative. Opinions 

from tweets can serve to assess the sentiments submitted, 

one of which is opinions about the trend of political figures 

who are ready to run for president of Indonesia in 2024[4]. 

Sentiment analysis is part of Natural Language Processing 

(NLP) which is useful in creating a system to recognize, 

identify, and obtain opinions in text form and is also a 

process that functions to identify forms of opinion or 

sentiment from content[5]. Dataset, in the form of text 

about positive and negative topics or events Information in 

text form is now widely distributed on the internet in the 
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form of blogs, forums, social media, and sites containing 

reviews. Positive or negative sentiments from an opinion 

can be processed manually, but of course, the more the 

number of opinion sources, the more time and energy are 

needed to classify the polarity of the opinion. Therefore, it 

is proposed to apply machine learning methods to classify 

the polarity of the pinion of this large data source. Thus, 

you can take advantage of the text mining function[6]. 

There are several classification techniques, including SVM, 

KNN and Naïve Bayes. Classification algorithms have 

advantages and disadvantages for classifying text data. In 

this study, a comparison was made between the three 

classification algorithms Support Vector Machine, Naïve 

Bayes and K-Nearest Neighbor in terms of accuracy. And 

what kind of data classification results will be visualized as 

well as a more appropriate algorithm for classifying public 

opinion data on Twitter. In conducting this research, it is 

done by observation and literature study[7],[8]. 

2. Research Methodology 
The research methodology is a stage of systematic research 

carried out from research preparation to final result 

collection[9], [10]. At this stage, it will be explained about 

the method used in this research, by going through several 

stages, namely collecting data, processing data, classifying 

text using 3 algorithm models and classification results. 

The following are the stages of the flow in this research.

 

 

 

 

 

 

 

 

 

 

 

 

 

 

2.1 Data Collection Method 

Various methods of generating data or information to solve 

a problem. The methods used are: 

a. Literature study 

data collection using the library method; is carried out 

through the collection of literature, journals, books, papers, 

and online media sites as library sources [11],[12] that are 

relevant to the topic of writing, namely comparison of 

sentiment analysis using the SVM, Naïve Bayes, and KNN 

algorithms. 

b. Twitter Data Collection 

The data that was successfully obtained was sourced from 

data taken directly from Twitter. The data is the public's 

opinion of the Indonesian presidential candidate 2024 on 

Twitter social media using the search keywords #capres 

and #pilpres. The data obtained and the amount of data 

collected amounted to 9966 tweet data. 

 

2.2 Preprocessing 

There are several methods used in processing sentiment 

analysis of text data using rapid miner tools such as [13]: 

a. Cleansing is the process of cleaning text data by 

removing irrelevant and inconsistent data. Cleaning 

functions to remove unimportant characters such as 

hashtags (#), numbers, usernames (@), URLs, punctuation 

marks, and emoticons [14]. 

b. Case folding is the process of changing the word 

form of a character so that it becomes uniform (lowercase). 

c. Tokenize is the step to divide the text into token 

parts. The initial stage of preprocessing text is tokenization, 

which is a tool to break text into smaller parts (sentences, 

words, and bigrams) [15]. 

d. StopWord filter is the process of removing words 

in Indonesian. Remove stopwords to remove or as an eraser 

every word that can be ignored. The StopWord filter is 

used by the Indonesian stopwords dictionary [16]. 

 

2.3 Classification Model 

The first algorithm is Naïve Bayes. Naïve Bayes is a 

simple machine learning algorithm according to the Bayes 

theorem invented by Thomas Bayes in the 18th century. In 

Start 

Dataset Collection 

(Data From Twitter) 

Preprocessing 

 

 

 

 

 

Cleaning 
Case 

Folding 
Tokenize Normalization Stop 

Removal 

Sentiment 

Classification Model 

Evaluation and 

Accuracy Results 

Algorithm 

Comparison Results 



International Journal of Intelligent Systems and Applications in Engineering IJISAE, 2023, 11(6s), 473–481 |  475 

Thomas Bayes' theory a conditional probability with the 

following equation: 

 

P(F|X) = Probability that the hypothesis is true for 

observed sample X data P(X|F) = Probability of sample X 

data if it is assumed that the hypothesis is true. P(F) = 

Probability of the hypothesis F P(X) = Probability of 

observed sample data [17]. 

The next algorithm is SVM. SVM is a machine learning 

algorithm that serves to analyze sentiment. The purpose of 

the SVM algorithm is to apply a hyperplane task to the data 

to create a regional shape for each class. The hyperplane is 

in charge of separating the existing classes. 

The third classification method is KNN. KNN is an 

algorithm method in charge of classifying text and data by 

classifying objects based on the closest distance to the 

object. The KNN algorithm aims to classify objects based 

on attributes and examples of training data. 

All the algorithms described above will be compared to 

assess the performance of each sentiment data 

classification algorithm using the K-fold cross-validation 

evaluation technique. K-fold cross-validation serves to find 

out the best value of a system by repeating and 

randomizing input attributes until the system is tested 

[18],[19]. 

2.4 Evaluation and Final Results 

This evaluation serves to measure the accuracy value using 

K-fold cross-validation. The evaluation here is to analyze 

the results of the classification. The evaluation process uses 

a confusion matrix. The validation used is by dividing the 

training data and test data [13]. This evaluation process 

serves to see the performance of the classification model 

that has been processed and determine its accuracy. All test 

data that has been collected is then divided into four 

categories, namely: 

Accuracy =  

 

TP  : True Positive 

TN : True Negative 

FP  : False Positive  

FN : False Negative 

 

Accuracy is obtained by calculating the total value of True 

divided by the sum of all data. In this study, the precision 

and recall of the classification model were also calculated 

[16]. 

 

2.5 Comparison of Algorithm Methods 

After the evaluation process, the next step is to compare the 

level of accuracy between the SVM, Naïve Bayes, and 

KNN algorithms to see a better algorithm in the accuracy 

value obtained. 

3. Result and Discussion 
This result and discussion will explain the stages in each 

algorithm that will be compared in analyzing sentiment 

using the Rapid Miner application. The steps of the process 

of results and discussion in this study, among others, are as 

follows: 

3.1 Data Collection 

The data collection obtained in this study is through the 

Twitter Crawler data using RapidMiner. The data obtained 

were 9966 tweets with the keywords 'candidate' and 

'election'. After that, delete duplicate data by doing data 

cleaning. The cleaning data obtained are 3472. Then the 

data that has been successfully collected can be saved in 

the form of .csv or .xlsx. The following is an example of 

crawling data from twitter which can be seen in table 1.

 

 

Fig 1. Preparation for Crawling Data 
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Table 1. Example of Crawling Result Data 

No Tweet 

1 RT @aLy_Bima: Ini baru servei original tanpa margin error. 

Fiks ya bang anies capres terkuat versi survei sungguhan. 

https://t.co/uqnkWOMB… 

 

2 mantap sekali banyak yang dukung pak prabowo menjadi 

capres tahun 2024 semangat pak #PrabowoPalingLayak 

https://t.co/WnPF4Q5VXe 

 

3 Memang untuk sementara kita masih menunggu keputusan kpu 

siapa siapa nama capres-cawapres untuk tahun 2024 mendatang 

nanti klo sudah ada keputusan kpu yg tetap baik capres-

cawapres maupun partai2 pengusungnya baru kita mulai perang 

urat syaraf,debat, adu argumen dll,wait and see 

https://t.co/yvgcpkikpo 

3.2 Data Preprocessing 

The next stage is preprocessing. The steps carried out in the preprocessing process are as follows: 

 

Fig 2. Preprocessing Data 

Table 2. Example of Cleaning Result Data 

Text Cleaning 

RT @RizkiR4madani: PDIP 

kemungkinan besar akan menang 

dlm kontestasi pilpres2024 

apabila mencalonkan 

@ganjarpranowo sebagai calon 

presiden… 

 

PDIP kemungkinan besar 

akan menang dlm kontestasi 

pilpres2024 apabila 

mencalonkan sebagai calon 

presiden… 

 

@alimuhsuharli Semoga tidak 

salah pilih Capres 2024, bpk 

@aniesbaswedan lah yg dapat 

merubah saat ini. 

Save. 

#AniesBaswedan 

 

Semoga tidak salah pilih 

Capres 2024 bpk lah yg dapat 

merubah saat ini 

Save 

AniesBaswedan 

 

RT @cnxy3_: Puan didorong 

jadi capres PDIP 

Puan didorong jadi capres 

PDIP 
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Puan Next President 

#CapresKuatPDIP 

https://t.co/tVABS5ad1O 

Puan Next President 

 

Table 3. Example of Case Folding Result Data 

Text Case Folding 

PDIP kemungkinan besar 

akan menang dlm 

kontestasi pilpres2024 

apabila mencalonkan 

sebagai calon presiden… 

pdip kemungkinan besar akan 

menang dlm kontestasi pilpres2024 

apabila mencalonkan sebagai calon 

presiden… 

 

Semoga tidak salah pilih 

Capres 2024 bpk lah yg 

dapat merubah saat ini 

Save 

AniesBaswedan 

 

semoga tidak salah pilih capres 

2024 bpk lah yg dapat merubah saat 

ini 

save 

aniesbaswedan 

Puan didorong jadi capres 

PDIP 

Puan Next President 

puan didorong jadi capres pdip 

puan next president 

 

Table 4. Example of Tokenize Result Data 

Text Tokenize 

pdip kemungkinan besar 

akan menang dlm 

kontestasi pilpres2024 

apabila mencalonkan 

sebagai calon presiden… 

 

['pdip', 'kemungkinan', 'besar', 

'akan', 'menang', 'dlm', 'kontestasi', 

'pilpres2024', 'apabila', 

'mencalonkan', 'sebagai', 'calon', 

'presiden'] 

 

semoga tidak salah pilih 

capres 2024 bpk lah yg 

dapat merubah saat ini 

save 

aniesbaswedan 

 

['semoga:', 'tidak', 'salah', 'pilih', 

'capres', '2024', 'bpk', 'lah', 'yg', 

'dapat', 'merubah', 'saat', 'ini', 'save', 

'aniesbaswedan'] 

 

puan didorong jadi capres 

pdip 

puan next president 

['puan', 'didorong', 'jadi', 'capres', 

'pdip', 'puan', 'next', 'president'] 

 

Table 5. Example of Remove Stopwords Result Data 

Text Remove Stopwords 

['pdip', 'kemungkinan', 

'besar', 'akan', 'menang', 

'dlm', 'kontestasi', 

'pilpres2024', 'apabila', 

['pdip','menang', 'kontestasi', 

'pilpres2024', 'mencalonkan', 

'calon', 'presiden'] 
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'mencalonkan', 'sebagai', 

'calon', 'presiden'] 

 

['semoga:', 'tidak', 'salah', 

'pilih', 'capres', '2024', 

'bpk', 'lah', 'yg', 'dapat', 

'merubah', 'saat', 'ini', 

'save', 'aniesbaswedan'] 

 

['semoga:', 'tidak', 'salah', 'pilih', 

'capres', '2024', 'merubah', 'save', 

 'aniesbaswedan'] 

['puan', 'didorong', 'jadi', 

'capres', 'pdip', 'puan', 

'next', 'president'] 

 

['puan', 'didorong', 'capres', 'pdip', 

'puan', 'president'] 

3.3 Classification Model 

The classification model in this study uses three methods: 

SVM, Naïve Bayes and KNN. In this process, data mining 

techniques are used using the RapidMiner application with 

a model design that can be seen in Figure 4. Before 

processing, the data will go through the SMOTE 

Upsampling operator which is useful so that the class is 

balanced. The data file was obtained using the Read Excel 

operator. 

 

 

Fig 3. SVM Cross Validation Process 

 

 

Fig 4. NB Cross Validation Process 

 

 

Fig 5. KNN Cross Validation Process 
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Fig 6. Data Mining Classification Model Design Comparison of SVM, NB, and KNN 

3.4 Evaluation and Final Results 

At the evaluation stage and the accuracy, results are 

obtained to determine the value of the classification 

comparison that was successfully built in the previous 

classification model process [20]. The evaluation method 

used is the 10 K-fold validation method. In determining the 

accuracy results, an evaluation measurement is needed 

called a confusion matrix. The confusion matrix is a table 

that contains most of the rows of testing data that are 

predicted to be true and false by the classification model 

used in determining the performance of a classification 

model that can produce recall, precision and accuracy [14]. 

 

 

Fig 7. SVM Algorithm Accuracy Results 

 

Fig 8. NB Algorithm Accuracy Results 

 

Fig 9. SVM Algorithm Accuracy Results 

3.5 Comparison of Algorithm Methods 

The classification model runs well from the results of the 

comparison of experiments that have been carried out. The 

accuracy level of each algorithm is classified based on its 

AUC value as follows: 0.50-0.60=Failed. 0.60-0.70=Poor. 

0.70-0.80=Enough. 0.80-0.90=Good. 0.90-1.00=Very 

good. [20]. Accuracy results can be seen in Figure 12 

below. 
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Table 6. Comparison of Algorithm Classification 

Algorhyth

m 
Accuracy 

AU

C 

Precisio

n 
Recall Classification 

SVM 79.57% 
0.88

3 
79,17% 80,27% Good 

NB 77.21% 0.706 75.23% 81,12%   Enough 

KNN 55.80% 
0.76

3 
53.57% 

    

86,91% 
     Enough 

 

Based on the results above, it can be seen that the SVM algorithm has the best performance with an accuracy rate of 

79.57% when compared to the Naïve Bayes algorithm 77.21%, and KNN 55.80%. 

 

Fig 10. Graph of Comparison of Classification Algorithms 

The comparison results are depicted by graphical data 

which can be seen in Figure 10. Based on the comparison 

of each model, the average results of the classification 

model are obtained, and the SVM Algorithm has the 

highest average of the NB and KNN algorithm models. 

Except for the recall results, KNN has a higher value. 

4. Conclusion 
Based on the research results, it can be concluded that the 

Support Vector Machine (SVM), K-Nearest Neighbor 

(KNN) and Naïve Bayes methods can be implemented for 

sentiment classification on the popularity of the 2024 

presidential candidate trend. The results of this analysis are 

categorized into positive and negative sentiment labels. . 

The results of this processing and testing show that the 

accuracy rate of the SVM algorithm is 79.57% and the 

Naïve Bayes algorithm has an accuracy rate of 77.21% and 

the KNN algorithm is 55.80%. The test shows that the 

performance of the SVM algorithm is superior to the NB 

and KNN algorithms for testing the 2024 presidential 

candidate trend case. The results above can be used as 

reference material by using different data sources for 

further research. 
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