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Abstract—Spatial data provides geographical correlations that can be discovered through Spatial Data Mining (SDM). Such 

discovery can have potential benefits as it bestows necessary knowledge to understand the patterns. There are many existing 

methods for correlation analysis. In this paper we focused on the discover of spatial correlations based on G statistic and ZG 

score computations. We proposed a framework for geospatial data analytics. We also proposed an algorithm known as Spatial 

Data Mining for Spatial Correlations Discovery (SDM-SCD). This algorithm is meant for spatial correlation analysis and 

Principal Component Analysis (PCA) to discover trends pertaining to spatial correlations in the given Twitter data based on 

given words. The algorithm performs spatial correlation analysis based on given words and the location from which such tweet 

has originated. Experimental results revealed that our framework is useful for geospatial data analysis. 
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1.   Introduction 

Spatial data analysis has become an important research in 

the contemporary era. It can be used indifferent applications 

such as traffic forecasting, weather updates and many such 

applications. It is observed that spatial data can also have 

non-spatial observations that play important role in 

discovery of knowledge. Different techniques are found in 

literature as explored in [4], [5], [6], [7] and [8]. Qinjun et 

al. [4] proposed a text mining approach that is coupled with 

spatial data processing towards generating spatial analysis 

results in terms of geoscience reports. Senzhang et al. [5] 

used deep learning for discovering spatial features from 

given dataset. Maria et al. [6] incorporated different 

techniques considering big spatial data towards emergency 

management for given business system. Wesley [7] focused 

on analysis of climate data and challenges in its processing. 

Fernandez et al. [8] explored SDM for finding situational 

analysis in maritime related analysis. From the literature, it 

is observed that there are many techniques used for spatial 

data analysis considering temporal domain as well. In this 

paper, we threw light on spatial correlation discovery based 

on geographical dataset and given analysis words. Our 

contributions are as follows. 

1. We proposed a framework where we focused on the 

discover of spatial  correlations based on G statistic and ZG 

score computations.  

2. We also proposed an algorithm known as Spatial Data 

Mining for Spatial Correlations Discovery (SDM-SCD).  

3. We built an application that is used to realize the framework 

and underlying algorithm besides testing them for their 

intended functionality.  

The remainder of the paper is structured as follows. Section 

2 reviews literature on different existing SDM methods. 

Section 3 presents proposed methodology. Section 4 reveals 

the observations in the empirical study. Section 5 concludes 

our work. 

 

2.    Related Work 

This section provides review of different existing works. 

Soltani et al. [1] proposed a method for spatial and temporal 

analysis to know house price variations in different regions. 

Jinchao et al. [2] focused on SDN towards finding traffic 

congestion in given regions. It also discovers factors 

pertaining to traffic congestion. Shashi et al. [3] explored 

computations involved in spatio-temporal mining. Qinjun et 

al. [4] proposed a text mining approach that is coupled with 

spatial data processing towards generating spatial analysis 

results in terms of geoscience reports. Senzhang et al. [5] 

used deep learning for discovering spatial features from 

given dataset. Maria et al. [6] incorporated different 

techniques considering big spatial data towards emergency 

management for given business system. Wesley [7] focused 

on analysis of climate data and challenges in its processing. 

Fernandez et al. [8] explored SDM for finding situational 

analysis in maritime related analysis. Yousuf et al. [9] 

proposed a clustering mechanism that is used for spatial data 

analysis. Hamdi et al. [10] focused on SDM dynamics and 
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the opportunities associated with besides problems in 

knowledge discovery.  

Monidipa et al. [11] explored a deep learning model on the 

remote sensing data to discover patterns linked to 

geographical analysis. Ghislain et al. [12] proposed a 

forecasting model on spatio-temporal data using short term 

based deep learning model.  Xiao-Li [13] followed data 

science approach to discover trends and patterns from spatial 

data. Berkay et al. [14] focused on the discovery of co-

occurrence patterns based on SDM techniques from the 

given spatial data. Shaik et al. [15] investigated on SDM 

procedures based Recurrent Neural Network (RNN) 

method. From the literature, it is observed that there are 

many techniques used for spatial data analysis considering 

temporal domain as well. In this paper, we threw light on 

spatial correlation discovery based on geographical dataset 

and given analysis words. 

  

3.   Materials and Methods 

Tweets dataset containing tweets that come from various 

regions of Canada is used for the empirical study. The 

dataset is collected by writing a Python program that 

exploits Twitter API that is publicly available. It is known 

as geospatial dataset which contains geography and spatial 

information.  

3.1 The Framework 

We designed and implemented a framework for automatic 

analysis of geospatial data based on given geospatial dataset 

and certain words for analysis. The framework is as shown 

in Figure 1. The given inputs are processed by the 

framework with the help of SDM phenomena. The 

framework is aimed at finding the regions from which given 

words are originated and provide a visualization so that it is 

easy to understand the patterns and word usage dynamics 

across given regions of Canada.  

 
Fig 1.   Proposed system for spatial data analysis 

The given dataset is subjected to clustering using Fuzzy K 

Means algorithm. It is soft clustering which has 

determination of number of clusters based on the given 

number of analysis words. After performing clustering, the 

given clusters help in improving speed in correlation 

analysis. This correlation analysis module has underlying 

algorithm proposed. The proposed algorithm is known as 

Spatial Data Mining for Spatial Correlations Discovery 

(SDM-SCD). This algorithm is meant for spatial correlation 

analysis and Principal Component Analysis (PCA) to 

discover trends pertaining to spatial correlations in the given 

Twitter data based on given words. The algorithm performs 

spatial correlation analysis based on given words and the 

location from which such tweet has originated. Then PCA 

analysis provides top 3 PCA components that reflect the 

word usage dynamics in the given geographical area.  

 

3.2 Clustering  
Fuzzy K-Means [16] is used for clustering in the proposed 

framework. It performs clustering based on given analysis 

words. The algorithm computes the degree of belongingness 

as expressed in Eq. 1.  

x∑ u(x) = 1𝑛𝑢𝑚.𝑐𝑙𝑢𝑠𝑡𝑒𝑟𝑠
𝑘=1       (1) 

The centroid computation is carried out as given in Eq. 2. 

centerk=
∑ uk(x)mx𝑥

∑ uk(x)m𝑥
              (2) 

The cluster and its inverse of distance dynamics with respect 

to degree of belonging is computed as in Eq. 3.  

uk(x) = 
1

𝑑(Centerk,x)
                                 (3) 

Then the normalization of coefficients and fuzzification are 

carried out as in Eq. 4.  

uk(x) = 
1

∑ (
𝑑(Centerk,x)

𝑑(Centerj,x)
)2/(𝑚−1)𝑗

          (4) 

The normalization standardises the sum as 1. Closer the m 

value to 1 indicates a point has probability to belong to given 

cluster.  

 
Fig 2.   Shows Fuzzy C means algorithm’s functionality 

As presented in Figure 2, it is evident that there is an iterative 

process until convergence into final set of clusters.  

3.2 Algorithm Design 

Given area of the study has different concentrations of 

words. The concentration may be low or high. Let G be the 

spatial correlation; it is computed as in Eq. 5.  

𝐺 =  
∑ ∑ 𝑤𝑖𝑗

𝑛
𝑗=1 𝑥𝑖𝑥𝑗

𝑛
𝑖=1

∑ ∑ 𝑥𝑖𝑥𝑗
𝑛
𝑗=1

𝑛
𝑖=1

,ꓯj ≠ i                      (5)                                                      

Where the features are denoted as i and j. Between given 

features the spatial weight is represented as wi, j. The total 

number of features is represented as n. A rule denoted as 

Ɐj≠i is followed which indicates that two features should not 

be equal. Then the G and ZG are computed as in Eq. 6, Eq. 

7 and Eq. 8.  

𝑧𝐺 =  
𝐺−𝐸[𝑔]

√𝑉[𝐺]
                                               (6) 

𝐸[𝐺] =  
∑ ∑ 𝑤𝑖𝑗

𝑛
𝑗=1

𝑛
𝑖=1

𝑛(𝑛−1)
,ꓯj ≠ I                                      (7)                                                                                                 
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𝑉[𝐺] =  𝐸[𝐺2]] −  𝐸[𝐺]2                                          (8) 

The G value in Eq. 1 can be evaluated a value in range 0 to 

1. G statistic is based on null hypothesis which evaluates the 

presence of spatial correlations. In the process when z-score 

is computed, a positive value shows the possibility of bigger 

index for G and the cluster contains more concentrated 

values. This kind of analysis provides useful knowledge on 

the concentration of given words in different regions. And 

finally PCA analysis provides maximum variations that 

occurred in the given geospatial dataset.  

 

Algorithm: Spatial Data Mining for Spatial Correlations 

Discovery (SDM-SCD) 

Inputs: Geospatial dataset D, analysis words W 

Output: Spatial correlation discovery and visualization  

 

1. Begin 

2. CFuzzyCMeans(D,W) 

3. For each c in C 

4.    Compute G statistic as in Eq. 1 

5.    Compute E[G] as in Eq. 7 

6.    Compute V[G] as in Eq. 8 

7.    Compute ZG as in Eq. 6 

8.    Use ZG to find correlations  

9.    Visualize correlations 

10.    Compute PCA 

11. End For 

12.  For each pca in top 3 PCAs 

13.     Print pca 

14. Visualize pca 

15. End For 

16. End 
Algorithm 1: Spatial Data Mining for Spatial Correlations 

Discovery (SDM-SCD) 

As presented in Algorithm 1, it takes Geospatial Dataset D, 

analysis words W as inputs and performs spatial correlation 

mining in order to find correlations among regions based on 

given analysis words. It has iterative process to compute ZG 

score and also PCA besides visualization results.  

 

 

 

 

 

4.    Experimental Results 

This section presents experimental results in terms of value 

of getisord for given words, PCAs and also visualization of 

correlations shown for each analysis word 

 

Table 1: Shows Value Of Getisord For Given Words 

 

As presented in Table 1, the CSDUID based analysis is 

provided to reflect getisord value computed for each 

analysis word.  

Table 2: Shows The Top 3 Principal Components  

And Values For Corresponding Csduid 

 
As presented in Table 2, it shows the top 3 principal 

components and values for corresponding CSDUID.  

Word Visualization of discovered spatial 

correlation 

Software 
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DUI
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re 
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lish 
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Job Skil

l 
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l 
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2 

1.14

012

4 
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698

5 

4.35

465

7 
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0 
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5 
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6 
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8 
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8 
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0 
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4 
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0 
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9 
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6 
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9 
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6 
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5 
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 Pc1 Pc2 Pc3 CSDUID 

0 96.651481 99.256246 2.913660 5915022 

1 51.111416 73.827625 -0.228917 5919008 

2 447.509678 -14.257330 2.031535 3520005 

3 -36.079143 -7.418042 -1.113544 4611040 

4 595.960360 -20.103161 2.954482 3539036 
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Hardware 
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Skill 
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Fig 3.  Shows analysis word and corresponding visualization of geographic correlation 
 

As presented in Figure 3, there is spatial correlation 

analysis visualized for each analysis word given. For  

 

 

each word, the geographical analysis result is 

visualized.  

 

pc1 
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pc2 

 

pc3 

 

Fig 4.  Top 3 principal components visualization 
 

As presented in Figure 4, top 3 PCAs are discovered 

and visualized.  These components provide the 

concentrations of words in different regions. Thus 

spatial correlation analysis using SDM provides 

useful insights that can be integrated with any real 

world applications.  

 

V. Conclusion And Future Work 

In this paper, we proposed a framework for geospatial 

data analytics. We also proposed an algorithm known 

as Spatial Data Mining for Spatial Correlations 

Discovery (SDM-SCD). This algorithm is meant for 

spatial correlation analysis and Principal Component 

Analysis (PCA) to discover trends pertaining to spatial 

correlations in the given Twitter data based on given 

words. The algorithm performs spatial correlation 

analysis based on given words and the location from 

which such tweet has originated. Experimental results 

revealed that our framework is useful for geospatial 

data analysis. In future, we intend to improve our 

framework to have automatic discovery of trending 

words and perform correlation analysis.  
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