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Abstract: According to recent research conducted by the World Health Organisation (WHO), there has been a significant increase in the 

prevalence of liver and cardiac conditions. The rapid growth of India's population has made the identification and diagnosis of these 

illnesses more challenging. However, a solution is now available in the form of machine learning, a rapidly advancing technology that can 

help address practical issues and reach complex conclusions. Machine learning algorithms are widely employed in the healthcare industry 

to assist decision-makers in making well-informed choices. The primary objective of this study is to develop multiple models using various 

machine learning techniques on datasets related to heart and liver diseases. By comparing measures such as accuracy, recall, and others, it 

will be possible to determine which method is most effective in classifying specific disorders. The UCI Machine Learning Repository has 

provided two benchmark datasets—one for liver ailments and another for cardiac disorders. To construct these models, we utilized key 

machine learning techniques such as Decision Tree, Random Forest, Support Vector Machine (SVM), and linear models. These algorithms 

were employed to establish relationships among the variables in each dataset for both heart disease and liver disease. Subsequently, we 

classified the diseases based on their higher efficiency and accuracy rates. The results of our analysis revealed that the Logistic Regression 

method performed best in categorizing liver disease, while the Support Vector Machine (SVM) method excelled in categorizing heart 

disease. The selection of the best-performing algorithms was based on various parameters, including the time spent, accuracy, and others. 

Undoubtedly, this proposal will greatly assist medical practitioners by serving as a valuable decision-support system in clinical scenarios. 

By leveraging the power of machine learning, healthcare professionals can make more informed decisions regarding the identification and 

treatment of liver and cardiac conditions, ultimately improving patient care. 

Keywords: Heart Disease, Liver Disease, Machine Learning, Random Forest, Support Vector Machine (SVM), Decision tree, Accuracy, 

Recall 

1. Introduction 

Efficient and accurate disease diagnosis is crucial for 

effective medical care and patient outcomes. Traditional 

diagnostic methods heavily rely on human expertise, 

making them subjective and prone to errors. However, the 

emergence of machine learning techniques has opened up 

new avenues for improving diagnostic precision, 

revolutionizing the field of disease classification. 

Machine learning algorithms can leverage large datasets 

to learn and identify patterns, enabling the creation of 

reliable disease classification models. The accessibility of 

extensive medical datasets further enhances this 

capability. By utilizing machine learning, healthcare 

professionals can develop more precise and unbiased 

diagnostic tools, benefiting from increased accuracy in 

disease classification. 

The objective of this study is to explore the potential of 

machine learning algorithms in enhancing the diagnostic 

precision of disease classification. We aim to build 

prediction models that can accurately identify various 

diseases by training them on comprehensive datasets 

containing diverse patient information, including medical 

history, symptoms, and diagnostic test results. Different 

machine learning algorithms, such as logistic regression, 

decision trees, random forests, and support vector 

machines, will be evaluated for their performance in 

predicting different disease groups. Cross-validation 

techniques will be employed to validate the models using 

labeled datasets, and their performance will be assessed 

using essential metrics like accuracy, precision, recall, and 

F1 score.The study's findings are expected to demonstrate 

how machine learning-based disease classification can 
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enhance diagnostic precision. These models have the 

potential to support healthcare practitioners in making 

informed decisions and improving patient outcomes by 

reducing human errors and providing objective insights. 

However, careful consideration must be given to 

incorporating machine learning techniques into clinical 

practice. Addressing issues such as model interpretability, 

data quality, and ethical implications is crucial to ensure 

the safe and responsible use of machine learning-based 

diagnostic tools. 

This study aims to highlight the potential of machine 

learning-based disease classification in enhancing 

diagnostic precision. By harnessing the power of data-

driven models, we strive to provide healthcare 

professionals with valuable resources for early and 

accurate disease detection, ultimately improving patient 

care and outcomes. The significance of healthcare in 

human life cannot be overstated. According to a WHO 

assessment, more than 30% of deaths caused by liver and 

cardiac diseases can be attributed solely to faulty detection 

and diagnosis of these illnesses at early stages. In 

countries like India, where the population is rapidly 

growing, early diagnosis of diseases related to the heart 

and liver is particularly challenging. The population 

growth leads to a scarcity of diagnostic facilities and 

skilled medical professionals, resulting in a higher 

incidence of misdiagnosing heart and liver conditions. To 

address these challenges in disease detection and 

diagnosis, we can utilize a powerful form of computer 

technology known as machine learning. 

Machine learning can serve as a decision support system 

to overcome delayed identification and inaccurate 

diagnosis. By leveraging disease datasets and applying 

machine learning techniques, the patterns within the data 

can be recognized. Once the patterns are identified, the 

machine can effectively classify the data and determine 

the type of diseases. Machine learning algorithms analyze 

historical data trends and make predictions based on the 

currently collected data. Using machine learning for 

disease identification allows for early detection of chronic 

conditions, enabling doctors to diagnose diseases in their 

early stages and provide appropriate treatments, thereby 

reducing the number of deaths caused by conditions like 

heart and liver diseases. 

Machine learning is a crucial component of modern data 

science, specifically designed to perform classification, 

identification, and prediction tasks on datasets. After the 

learning phase, a model is created, and predictions can be 

made using this model. To validate the model, real-time 

data from users is compared with the model's predicted 

values, allowing for the assessment of its accuracy. 

Previous studies have attempted to forecast liver and 

cardiac diseases, but an optimal method for predicting 

these disorders has yet to be found. In this study, we have 

tested various algorithms on these datasets, evaluating 

their precision and accuracy, and selected the top-

performing algorithms for predicting each disease. 

2. Literature Review 

Various researchers have conducted numerous studies to 

assess the effectiveness of different machine learning 

algorithms on datasets related to liver and cardiac 

diseases. In one study [1], the author utilized machine 

learning techniques such as Support Vector Machine 

(SVM), logistic regression, and KNN for classifying and 

diagnosing liver disease. Another study [2] employed 

logistic regression to categorize and identify types of 

cardiac illnesses, achieving an accuracy of only 77%. A 

different approach was taken in [3], where Naive Bayes 

and Random Forest methods were experimented with for 

the classification and detection of liver diseases, yielding 

reasonable accuracy. Blood test results and various 

machine learning techniques were used in [4] to identify 

and classify liver diseases. 

For liver disease datasets, [5] applied machine learning 

techniques including SVM, Decision Trees, and Random 

Forest methods. On a dataset of heart diseases, [6] utilized 

potent machine learning methods like the KNN algorithm 

and random forest algorithm to identify and categorize 

different types of heart disease. Both liver and heart 

diseases were identified and categorized using machine 

learning algorithms such as KNN and logistic regression 

in [7]. Additionally, [7] attempted to predict the stages of 

heart disease, which can assist doctors in making patient 

diagnoses and determining appropriate medication 

dosages. 

However, the model proposed in [7] has low accuracy in 

forecasting the stage of cardiac disease, limiting its 

practical use for diagnosis. Despite this limitation, many 

researchers, including those mentioned above, are actively 

exploring the application of machine learning in the 

healthcare industry. Several articles provide 

comprehensive overviews of machine learning techniques 

and their potential in medical diagnosis. In [8], the 

evolution of machine learning in medical diagnosis is 

discussed, emphasizing its potential to increase diagnostic 

accuracy, while also addressing implementation 

challenges in healthcare. [9] focuses on the use of 

convolutional neural networks (CNNs) and deep learning 

methods in analyzing medical images, highlighting their 

ability to extract valuable information and enhance 

diagnostic precision. 

The application of machine learning algorithms, including 

decision trees, support vector machines, and deep 

learning, in clinical decision-making and diagnostic tasks 

is explored in [10]. The article discusses their 

effectiveness in disease identification and tackles the 

limitations and potential applications of machine learning 
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in clinical practice. [11] investigates deep learning 

techniques, particularly deep neural networks, in medical 

image processing, emphasizing their potential for 

improving disease identification and categorization.[12] 

provides a systematic review of machine learning 

applications in the medical field, evaluating the 

effectiveness of various algorithms in disease 

categorization and diagnosis. The article also delves into 

the limitations, challenges, and potential applications of 

machine learning in healthcare contexts. [13] offers an 

overview of machine learning techniques used to support 

clinical diagnosis, evaluating the performance of 

algorithms such as decision trees, random forests, support 

vector machines, and neural networks in disease 

categorization tasks. The paper further addresses the 

challenges and potential uses of machine learning in 

healthcare. 

These literature reviews demonstrate the growing interest 

and potential of machine learning-based disease 

classification in enhancing diagnostic precision. They 

discuss the advantages, challenges, and potential 

applications of machine learning algorithms, 

encompassing both deep learning and conventional 

methods, in healthcare contexts. The insights provided by 

these articles can serve as guidance for researchers and 

medical professionals in their endeavors to improve 

disease detection and enhance patient care through the 

utilization of machine learning techniques. 

3.  Proposed Methodology 

To build a model for predicting heart disease and liver 

disease, the following steps should be followed, as 

illustrated in Figure 1,

 

Fig 1. Proposed Methodology 

3.1 Data Collection 

Figure 2 illustrates the transformation of the Cleveland population's experience with heart disease into an open-source 

database. This database contains 303 rows and 14 columns, capturing various factors and attributes related to heart disease. 

 

Fig 2. Heart Disease Dataset: An Exploration of Cardiovascular Health Data 

Figure 3 depicts the liver disease dataset hosted on the open-source website Kaggle. This dataset consists of 583 rows and 11 

columns, providing information relevant to liver diseases. 

 

Fig 3. Liver Disease Dataset: Investigating Hepatic Health Data 
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There can be some incorrect values and empty values in 

the two datasets stated above. The existence of these 

parameters has a significant impact on algorithm 

accuracy. Some data preparation techniques and statistical 

tools can deal with these values. 

3.2 Data Preprocessing 

Data cleaning procedures, which entail locating and 

correcting or deleting false data points, can be used for 

wrong numbers. To fill in the gaps left by missing 

information, this process may employ techniques like 

outlier detection and removal, imputation using statistical 

measures like mean or median, or even more sophisticated 

methods like predictive modelling.Imputation techniques 

can also be used to deal with empty values or missing data. 

Based on the features of the available data, statistical 

approaches like mean imputation, median imputation, 

mode imputation, or regression imputation can be used to 

estimate and fill in missing values Additionally, it is 

possible to use data normalization and standardization 

procedures to make sure that the data from various 

columns or characteristics are on the same scale, 

preventing bias that could result from varying units or 

ranges. When developing predictive models for the 

prediction of heart and liver disease, it is crucial to tackle 

these data quality challenges effectively to achieve 

reliable and accurate results. 

3.3 Train the model using ML 

● Support Vector Machine 

The kernel trick is a method that the support vector 

machine (SVM) algorithm uses to transform non-linear 

input into linear form. With the use of the kernel approach, 

SVM may work in a higher-dimensional feature space 

where a linear boundary can be used to efficiently separate 

the non-linear data. Finding the best hyperplane to 

maximize the margin between classes while minimizing 

classification error is one of the constraints utilized in 

SVM. This can be expressed as an optimization problem, 

where the goal is to discover the best decision boundary 

in the non-linear case or to minimize the weight vector in 

the linear case. The polynomial kernel, the gaussian kernel 

(also known as the radial basis function kernel or RBF 

kernel), and the sigmoid kernel are three often employed 

kernel functions. The original data is mapped by these 

kernel functions onto a higher-dimensional space, where 

it can be linearly separated. After the data has been 

converted, SVM may locate the ideal decision boundary 

or hyperplane in this higher-dimensional space to divide 

the classes. The nearest points (support vectors) from each 

class are used to define the hyperplane, which is chosen to 

maximize the margin between the classes. 

The SVM algorithm looks for the decision boundary or 

maximum-margin hyperplane that divides the classes, 

which improves the model's resilience and 

generalizability. By establishing decision boundaries that 

correctly categorize the data points, this enables SVM to 

manage complicated datasets, such as those pertaining to 

heart and liver disorders, with effectiveness. In the non-

linear scenario, a kernel function is used to translate the 

data into a higher-dimensional space. 

z2=x2+y2 

This information is now presented as linear Because the 

x-axis and the y-axis variables change when new data is 

added, z is thought of as a constant. In essence, the z axis 

is determined from the point's origin. The turning 

parameters C and Gamma should be taken into account in 

this support vector. C aids in the appropriate classification 

of the training points of the fitting line and the smooth 

decision binding. As seen in picture 4, gamma is a line 

that indicates how far the single fitting line has been 

reached.

 

 

Fig 4. Support Vector Machine 
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● Decision Tree 

A supervised learning method called a decision tree is 

used to predict or analyze statistics, mine data, or analyze 

data. Being non-parametric in nature, this is also 

comparable to Support Vector Machine in that it supports 

both regression and classification models. Each column or 

node in the decision tree generates a distinct query to ask 

the target variable in order to forecast the desired 

response. The decision tree's model is as follows: 

obtaining the rows as forms using extraction. calculating 

the dataset's uncertainty, the Gini impurity, or determining 

the degree of data mixing.This will attempt to come up 

with every query for the classifier. Based on the queries 

the classifier sends, the rows or forms are subsequently 

classed as true forms or false forms. We must compute the 

Information Gain using this data. Entropy is a factor that 

needs to be taken into consideration when determining the 

information gain. Entropy is a measure that determines 

how much our data is muddled. Entropy has the following 

mathematical formula: 

-Σ(1 to c) P(xi)logbP(xi) 

This entropy is then used for finding the information gain  

IF(T,A)=Entropy (T)-Σ |Tv|/T.Entropy(Tv) 

Once the highest information gain has been identified, edit 

the relevant question with the highest information gain. 

This has the disadvantage of drawing more suitable lines, 

which will be challenging to solve. Figure 5 illustrates the 

use of a decision tree, which is simple to understand and 

useful for discovering both numerical and categorical 

data.

 

 

Fig 5 Decision Tree 

●  Random forest                    

A group of independent decision trees that work together 

to form a random forest. The classes with the greatest 

predictions form the model's predictions, and each 

individual tree makes a class prediction.A potent machine 

learning technique that is frequently employed in illness 

categorization applications is the Random Forest 

classifier. It is a common optionThe Random Forest 

approach constructs an ensemble of decision trees for 

disease classification, with each tree learning from a 

random subset of attributes and data samples. Each 

decision tree that the algorithm builds throughout the 

training process independently predicts the class of a 

given instance. Figure 6 illustrates how the forecasts of all 

individual trees are combined to produce the final 

prediction by voting or average. in medical applications 

since it handles large and high-dimensional information 

particularly well. 

 

Fig 6. Decision Tree 

The Random Forest classifier excels in capturing 

nonlinear relationships, handling a high number of input 

features, and handling noisy and unbalanced datasets. It 

can automatically choose the features that are the most 
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informative, lowering the chance of overfitting and 

enhancing generalization. The interpretability of a 

Random Forest classifier for disease categorization is one 

of its benefits. It can offer insights into the significance of 

a trait, enabling doctors and researchers to comprehend 

the elements influencing the disease classification. This 

interpretability can help with the identification of novel 

biomarkers and offer insightful information for ongoing 

medical research. Additionally, Random Forest classifiers 

can withstand outliers and missing data, two problems that 

frequently arise in applications involving the 

categorization of diseases. By giving minority class 

samples more weight and reducing the effect of class 

imbalance, they can handle unbalanced datasets, where 

the number of instances in various classes is uneven. 

Numerous disease classification studies, including those 

on cancer detection, cardiovascular disease prognosis, and 

neurological problem identification, have effectively used 

the Random Forest classifier. Its adaptability and 

efficiency make it a useful tool for categorizing diseases, 

enabling precise and trustworthy diagnoses that may 

improve patient outcomes. 

● Logistic Regression 

The output of categorical dependent variables can be 

predicted using the supervised machine learning 

technique known as logistic regression. The result is 

therefore a discrete or categorical value. The results can 

be expressed as true or false, 0 or 1, yes or no, or other 

binary numbers. This algorithm may provide a result 

between 0 and 1, but it does not provide a precise value.  

For binary classification tasks, such as identifying 

diseases, the popular machine learning technique logistic 

regression is utilised. When the outcome variable is 

categorical and the objective is to forecast the likelihood 

that a given instance will belong to a particular class, it is 

especially useful.

 

 

Fig 7. Logistic Regression 

Using a collection of input features or risk factors, logistic 

regression can be used to classify diseases and determine 

the likelihood that a person would have a particular 

ailment. These characteristics may include data on a 

person's medical history, genetic markers, or the outcomes 

of diagnostic tests.Based on the input features, the logistic 

regression classifier calculates the likelihood of a 

favourable illness outcome. The link between the 

predictor factors and the binary outcome is modelled 

using a logistic function, commonly referred to as the 

sigmoid function. Figure 7 illustrates the result of the 

logistic regression model, which is a probability score 

between 0 and 1, signifying the possibility that the person 

has the disease. 

The logistic regression model modifies its coefficients or 

weights throughout the training phase to reduce the 

discrepancy between the anticipated probability and the 

actual outcomes in the training dataset. Usually, this 

procedure is carried out with the aid of optimisation 

algorithms like gradient descent. By comparing the 

projected probabilities to a predetermined threshold, the 

logistic regression model can be used to categorize fresh 

occurrences once it has been trained. If the threshold is set 

at 0.5, for instance, situations with expected probabilities 

above the threshold are categorized as positive for the 

disease, whilst situations with predicted probabilities 

below the threshold are categorized as negative. 

In terms of classifying diseases, logistic regression 

classifiers have a number of benefits. They are 

interpretable, enabling us to comprehend the influence of 

particular features on the anticipated result. Large datasets 

can be handled by logistic regression models, which are 

also computationally effective. They also offer 

probabilistic outputs, which are useful for risk assessment 

and decision-making. 

Logistic regression, meanwhile, is not without flaws. It 

presupposes that there is a linear relationship between the 

predictor factors and the outcome's log-odds. As a result, 

it might not properly represent complicated interactions or 

non-linear relationships. Advanced machine learning 

algorithms like random forests or neural networks may be 

more appropriate in certain circumstances.In conclusion, 

the logistic regression classifier is a useful tool for 

applications involving disease classification. It is a well-
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liked option in clinical practise and medical research due 

to its capacity to assess probabilities and produce results 

that are comprehensible. 

4. Result and Discussion 

Implementing machine learning-based disease 

classification methods has shown promise in improving 

diagnostic precision. Significant advancements in 

effectively diagnosing and categorizing different diseases 

have been made by utilizing cutting-edge algorithms and 

models. The following are the main conclusions from our 

analysis: 

Increased Accuracy: When compared to conventional 

methods, the use of machine learning algorithms has 

significantly improved diagnosis accuracy. The models 

created using machine learning techniques regularly 

outperform traditional approaches, making it possible to 

classify diseases with greater accuracy and reliability. 

Improved Sensitivity and Specificity: When it comes to 

disease classification, machine learning models have 

demonstrated increased sensitivity and specificity. 

Sensitivity is the capacity to recognize positive cases with 

accuracy, whereas specificity is the capacity to recognize 

negative cases with accuracy. These two factors are well 

balanced by machine learning algorithms, increasing 

overall diagnostic accuracy. 

Robust Performance on Diverse Datasets: Machine 

learning-based disease classification models have shown 

robust performance across a variety of datasets. Robust 

Performance on Diverse Datasets. They've demonstrated 

that they can deal with differences in data distribution, 

noise, and missing numbers. Their dependability and 

generalizability in real-world circumstances are 

influenced by this adaptability. 

Identification of Complex Patterns: The ability to 

discover complex illness patterns is made possible by 

machine learning techniques' superior ability to capture 

complicated and non-linear interactions within the data. 

These models can extract significant features and spot 

subtle patterns that may not be obvious using conventional 

techniques by utilizing complex algorithms like deep 

learning or ensemble techniques like random forests. 

Real-Time Diagnosis Support: Support for real-time 

diagnostics is possible thanks to the use of machine 

learning models in real-time systems. In urgent situations, 

this enables healthcare practitioners to get instant 

information and make wise judgements. Real-time disease 

classification can enable quick action when warranted and 

greatly improve patient outcomes. 

Challenges and Future Directions: Despite the potential 

that machine learning-based disease classification has 

shown, there are still issues that need to be resolved. These 

include the requirement for extensive and varied datasets, 

the interpretability of models, ethical issues, and legal 

compliance. To overcome these difficulties and guarantee 

the appropriate and successful application of machine 

learning in healthcare, additional research and 

development are needed. 

A number of methods, including SVM, Random Forest, 

Decision Tree, and Logistic Regression, were used to both 

datasets to calculate measures like accuracy and recall. It 

is simple to identify the ideal method for each dataset 

based on the examination of these metrics. The findings 

show that the liver disease dataset's top-performing 

algorithm is Support Vector Machine (SVM), while the 

heart disease dataset's top-performing algorithm is 

Logistic Regression.

 

 

Fig 8. Heart Disease Accuracy Analysis: Exploring Cardiovascular Health Data 
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Fig 9. Heart Disease Recall Analysis: Exploring Cardiovascular Health Data 

The models show better sensitivity, specificity, and the 

capacity to recognize intricate patterns related to various 

diseases by utilizing these cutting-edge algorithms. Their 

usefulness in clinical settings is further increased by real-

time diagnostic help. For these algorithms to be widely 

used in healthcare, it is essential to address problems and 

ensure that implementation is ethical. 

The accuracy of disease classification will continue to be 

improved by ongoing study and collaboration between 

machine learning specialists and healthcare professionals, 

which will benefit patient care. Figures 8 and 9 show the 

accuracy and recall analysis for the dataset related to heart 

disease, while Figures 10 and 11 show the accuracy and 

recall analysis for the dataset related to liver disease.

 

 

Figure 10. Liver Disease Accuracy Analysis: Exploring Hepatic Health Data 

 

Figure 11. Liver Disease Recall Analysis: Exploring Hepatic Health Data 
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5. Conclusion 

The aforementioned concept exemplifies the great 

potential of machine learning in the classification of 

diseases, notably in the healthcare industry. Using the best 

machine learning methods, it appears to be very useful for 

the early detection of heart and liver illnesses. According 

to the results, the best algorithm for classifying heart 

disease is Logistic Regression, and the best algorithm for 

classifying liver disease is Support Vector Machine 

(SVM). These findings demonstrate how well these 

algorithms work at early-stage diagnosis of these 

particular illnesses. Early detection of heart and liver 

conditions is essential for quick treatment and better 

patient prognosis. Machine Learning algorithms provide a 

valuable solution by analyzing extensive datasets and 

uncovering patterns that may elude human experts. By 

enhancing diagnostic accuracy, these algorithms 

contribute to early disease detection, leading to more 

effective treatment strategies and better patient outcomes. 
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