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Abstract: Genetic information is necessary for studying the biological processes that, when interrupted, cause certain cancers to form. 

Although advances in sequencing technology have made it possible to record the nuances of gene interaction in several data formats, 

using these methods to identify, diagnose, and treat cancer remains difficult. Machine learning has helped researchers in a number of 

areas, including supervised and unsupervised learning, as well as gene identification, but the results have been less than visually 

satisfying. Using RNA-SEQ data from The Cancer Genome Atlas, this research focuses on multi-class classification of cancer, extraction 

of key characteristics, and identification of relevant genes for 10 different types of cancer.Tests conducted with the restricted hardware 

resources at hand have shown that these limitations do not always exclude the possibility of positive results. Stacked de-noising auto 

encoders were employed for feature extraction and biomarker identification, while 1D convolutional neural networks were used for 

classification. Both the recovered features and the relevant genes were used in the classification process, with the former typically 

performing better (about 94% accurate) than the latter (95% accurate). By using stacked denoising auto-encoders to construct matrix 

weights and features, we were able to identify common cancer-related pathways and their associated genes. 
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1. Introduction 

Human physiology and biological processes rely heavily 

on genetic makeup to operate normally. The involvement 

of genes in this is crucial. However, the occurrence such 

molecular events is not completely predictable, which 

might lead to deviations in routine procedures. Such 

mechanistic shifts may lead to alterations or 

chromosomal rearrangements, either of which can have 

beneficial or deleterious effects but are closely linked to 

the onset of cancer (1). An important opportunity to 

identify cancer at an earlier stage or to limit its spread 

later on exists if genes or gene clusters that cause the 

development of malignant cells are identified (1). 

The World Health Organization estimates that 8.2 

million people worldwide die from cancer every year (2). 

Worldwide, clinicians and researchers continue to 

concentrate their efforts on improving cancer detection 

and therapy. Numerous advances in genomics have 

resulted from the advent of high volumes DNA 

sequencing technologies (1). The capacity to quickly 

recognize alteration profiles, RNA expressions, and 

micro-RNA profiles are among these findings.The 

relevance of this genetic data may be grasped by 

remembering that machine learning algorithms can be 

used to do statistical studies of cancer diagnosis, 

progression, and prognosis. It is also possible that 

precision medicine (1) (3) will ignore the sub-networks 

of genes and particular biomarkers that are responsible 

for cancer. 

In several domains, including image processing, natural 

language processing, and voice recognition, experts have 

found success using machine learning and deep learning 

methods. However, in bioinformatics, the focus has often 

been on using clustering methods to find subgroups or 

biomarkers. Researchers have recently shifted their 

attention to developing supervised learning techniques 

for categorizing RNA-seq expression data. Very basic or 

simplistic methods have been employed to classify 

somatic mutations. While efforts have been made to 

identify cross-cancer biomarkers, multi-class 

categorization has received less attention. 

By using machine learning techniques to the study of 

genetic data, we may more easily identify important 

genes and classify different types of cancer. Examples of 

methods used to reduce the number of dimensions 

include principal component analysis, k-means 
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clustering, and independent component analysis, while 

examples of methods used for classification include k-

nearest neighbors, random forests, and support vector 

machines. Academics are increasingly looking to deep 

learning approaches to solve classification problems like 

object recognition and image categorization (1). Large 

datasets and powerful computers are largely to thank for 

this development. Deep learning's recent applications to 

genetic data for tasks like drug discovery, gene control, 

and protein classification have had an outsized effect on 

bioinformatics (6). This is now feasible due to the 

availability of vast amounts of data. As a result, deep 

learning architectures have been tried out in an attempt to 

improve classification accuracy and develop biomarkers 

for cancer detection based on gene expressions or 

mutation patterns. 

2. Related Work 

Bioinformatics experts have faced a difficult but crucial 

challenge in trying to identify cancer from genomic data. 

Now that DNA sequencing can be done at a lower cost, 

bigger datasets may be utilized for analysis in the service 

of diagnosis, therapy, and prognosis. This has led to the 

development of many different dimensionality reduction 

and classification techniques based on machine learning 

and feature extraction. Furthermore, attention has shifted 

from analyzing the impact of single genes to analyzing 

gene networks. Moreover, the same networks may also be 

responsible for a wide range of disorders. 

As sequencing technology has improved, researchers 

have begun using more nuanced measures of gene 

expression, including as DNA sequencing and microarray 

expression (10). Recent years have seen a transition in 

cancer research based on gene expressions from 

microarrays to RNA-seq datasets. Cancer detection and 

related gene identification methods have, however, 

proved mostly consistent across data types. 

Significant genes have been clustered together using 

cluster analysis to facilitate precise sample categorization. 

Both K-Nearest Neighbors and distance metrics with 

which it may be combined have been used to classify 

breast cancer (12) and to assess correlations between gene 

expressions in prostate cancer (11). In addition, wavelet 

transforms were used to identify driver genes in colon 

and leukemia samples, which were then used in a k-

means clustering classification (13). Breast cancer 

subtypes(14) and low-dimensional cancer data(15) have 

both been classified using hierarchical clustering. SVMs 

have proved very successful in applications outside 

clustering, such as the categorization of gene expression 

patterns for various malignancies. Classifying leukemia 

subtypes was much facilitated by using multi-category 

SVMs (4). In addition, network algorithms have been 

used to locate the genetic circuitry that promotes the 

development of certain cancers (16). 

The advent of multiple machine learning algorithms, 

however, has prompted investigation into their potential 

use in the fields of cancer detection and biomarker 

discovery. There has been a clear leaning toward using 

deep learning techniques for dimensionality reduction and 

classification since their introduction. 

This design was utilized by Gupta et al. (1) in their 

research to learn an interpretable representation of gene 

expressions data from the yeast cell cycle. Clusters of 

genes scored from unlabeled input were compared to 

SDA's cluster analysis output. In addition to these 

clustering approaches, PCA was also examined using 

gene expression profiles. The data show that SDA is 

superior than PCA for capturing gene co-expressions. 

In their study of breast cancer, Danaae et al. (5) utilized 

SDA to identify and extract highly linked genes from 

RNA-seq expression data. The efficiency of SDA was 

evaluated using PCA and KPCA as comparison methods. 

In addition to dimensionality reduction, they examined 

the weight matrix of SDA to locate causal genes. The 

genes in question are now known as DCGs, or Deeply 

Connected Genes. Panther pathways was utilized to 

examine how various genes and tumor suppressor genes 

do their respective tasks. 

Researchers Bhat et al. (7) tried out Generative 

Adversarial Deep Convolution Networks for precise 

classification of breast cancer and prostate cancer gene 

expression datasets. 

The effectiveness of DDBN in cancer classification was 

established by Karabulut et al. (8) in comparison to more 

conventional models such as SVM. Laryngeal, colorectal, 

and bladder cancers were studied separately in laboratory 

experiments. SVM, Random Forrest, and K-NN were 

used on all datasets for evaluation. According to the 

findings, DDBN fared better than the other categories 

considered. 

Differentiating tumor samples from normal ones was the 

primary focus of the study by Liu et al. (9). They 

presented an SAE/SDA-inspired technique for expanding 

training samples. In this study, we suggest using 1DCNN 

to categorize tumors. Instead of the usual two-

dimensional vectors used in picture classification, it 

accepts input in a single dimension. On every single 

dataset, 1DCNN outperformed SAE. 

Teixeira et al. (17) used SDA to identify the most useful 

genes for ANN-based thyroid cancer categorization. They 

compared the deep learning feature extraction technique 

to more conventional approaches like principal 

component analysis and kernel principal component 
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analysis. Three sets of genes were identified as having 

similar roles when SDA output was evaluated using the 

Connected Weights Method. 

Because of this, the usefulness of machine learning 

algorithms for obtaining features and identifying 

significant genes stands out in spite of the fact that the 

medical field as a whole is heading toward precision 

medicine. As a result, researchers have started to play 

with deep learning with the goals of multi-class 

classification and the finding of biomarkers. In recent 

years, the field of biology has joined the ranks of those 

other fields that have identified the advantages of 

utilizing deep learning to solve classification problems 

requiring large datasets and feature extraction. 

3. Material and Method 

Acquisition of data 

As was previously indicated, gene expression datasets 

have seen the greatest utility in the context of anomaly 

categorization. With help from portals backed by The 

Cancer Genome Atlas (TCGA), we compiled the data 

used in this analysis. 

RNA-seq Expressions 

Read counts and normalized expressions of genes are 

available via the TCGA portal for 33 distinct cancer 

types. Each kind of data must use the same sequencing 

method and undergo the same preprocessing procedures 

to guarantee that they share the same genes necessary for 

multi-class categorization. Both raw and RSEM 

normalized datasets for RNA-seq expressions are 

available via the GDAC site at the Broad Institute. As can 

be observed in Table 1, this study makes use of a 

standardized dataset of Illumina Hiseq RSEM data.

 

Table 1: TCGA multi-class cancer dataset 

 

Dataset Split 

Each sample was labeled with the matching cancer type 

after the datasets for all 12 kinds were pooled into a 

single dataset. Every specimen was assigned a number 

from 0 to 11, each of which represents a distinct kind of 

cancer. About 4967 samples from 12 different cancer 

types were included in the dataset, which was then 

partitioned into training, validation, and test sets. The 

breakdown of each group was as follows: 70%, 15%, and 

15%. The dataset was divided proportionally by class 

since there was an obvious class imbalance among the 

various kinds. To illustrate, this implies that each 

category was separated into three groups according to the 

percentages given above. 

Preprocessing 

After normalization, genes that consistently had 0 values 

across all samples were excluded from further analysis. 
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SDA 

In the studies, 1DCNN was fed the results of SDA to 

determine the various cancers present. The SDA was 

trained using greedy-layer-wise training, in which the 

output of one layer was utilized as input to the next layer, 

and each layer was trained for a fixed number of 

iterations. Since it was found that fewer hidden units per 

layer allowed for greater feature incorporation, this 

parameter was steadily reduced. Five significant tests 

were conducted, resulting in five lists of highly rated 

genes and streamlined feature sets. There were two 

applications for SDA's results: 

Using Reduced Features 

The trimmed-down features of the dataset were produced 

by the last SDA layer. After the necessary number of 

cycles, these characteristics for each sample were saved 

as part of the training dataset. The final layer weights 

were also saved so that they could be used to prune 

features in the test and validation data sets.

 

The results, in the form of a weight matrix and a set of 

prioritized genes, were utilized in the preceding section. 

SDAs with varying numbers of layers were trained using 

a wide variety of hidden unit architectures. According to 

the research, SDA is able to better absorb the 

characteristics for reconstruction if the number of 

concealed units is steadily lowered. After filtering out the 

genes that had a value of zero in every sample, the initial 

count of 20531 dropped to 20313. The total number of 

secret units in the building was between 15,000 and 200, 

but the number of units in the top two storeys was always 

15,000. For these trials, we only modified the third-to-

last and final layers. Extensive testing was done with 3 

and 4 layers because of the improved precision they 

provided. 

The highest performance was shown with decreased 

features when a larger number of units were used in the 

reconstruction layer. One-class support neural networks 

(1DCNNs) were used to evaluate the characteristics. The 

accuracy peaked, however, at roughly 96.5%, after 4000 

features. 

In Figure. 1, we see a graph depicting the accuracy 

attained by 1dcnns with a range of layer counts and 

feature reductions. This graph features studies conducted 

using three and four layers. There were always 15000 

units in the first layer, and 10000 units in the second. 

 

Fig 2: Accuracy with linear combination of reduced features 
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High-Ranked Genes 

Genes were ranked using the sum of the weights from 

the weight matrix used in each SDA layer. Higher-

scoring genes have been shown to be causal in cancer 

more often than other genes. According to (18), the 

genes with very negative or extremely positive weights 

in the SDA weight matrix are important genes. That's 

why the genes with the largest standard deviations from 

the mean weights are considered to be the best. 

Therefore, we isolated the important genes by looking at 

their divergence from the mean. The trials were limited 

in scope due to lack of funding, yet they nevertheless 

perform very well in terms of identifying genes of 

interest. 

It was found that the genes that deviated the most from 

the mean were the most important. Genes that were 

shared by many SDA structures were also determined to 

be cancer-relevant in other diseases. The goal of this 

study has always been to maximize performance while 

minimizing gene count, and results show that structures 

with 200-1000 features improve performance by 4-5 

standard deviations. 

The literature was combed for evidence that four genes 

are implicated in various kinds after similarities were 

discovered across all routes, all sets, and all standard 

deviations. As can be seen in Table 2, the research 

demonstrates the potential and importance of realized 

genes.

 

4. Conclusion 

The study's results show that the proposed approach 

might be used to classify 10 distinct types of cancer and 

pinpoint important genes. For low-dimensional feature 

sets, the average accuracy of a combination of SDA and 

1DCNN was 94%, while for highly ranked genes, it was 

95%. This highlights the potential use of relevant gene 

sets in cancer classification as well as cross-cancer gene 

and pathway discovery. Panther Database aided in the 

identification of pathways and genes involved in cancer 

among the datasets generated by several studies. The 

research lends credence to the idea that these genes are 

linked to a wide variety of cancers. This highlights the 

adaptability of our method for recognizing biomarkers 

and classifying cancers into many classes. This bolsters 

efforts to identify genes whose roles are less well 

understood. 
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