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Abstract: Mammography is the major diagnostic tool for detecting breast cancer early, alerting the patient to abnormalities long before 

she would notice them physically. Using digital mammography pictures, the Computer Aided Diagnosis (CAD) technology detects breast 

abnormalities. To forecast the required items, deep learning techniques learn the image's characteristics using a small set of expert-

annotated data. In recent years, the accuracy of convolutional neural networks (CNN) has soared in a variety of image processing tasks, 

including image detection, identification, and classification. This work offers an automated approach for detecting and classifying breast 

cancer lesions in mammograms, using the state-of-the-art object detection deep learning technique Faster R-CNN. In order to train the 

Faster R-CNN network, the proposed CAD system employs a total of 330 mammography pictures, 121 of which have been annotated. 

Using the testing dataset, the suggested method achieved a mAP (mean Average Precision) of 0.857. 

Keywords: Breast Cancer, Mammogram, Faster R-CNN, Breast lesion detection, Breast lesion classification, Deep Learning Network 
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1. Introduction 

Today Worldwide, a growing number of women are 

being diagnosed with breast cancer (BC). Numerous 

women lose their lives every year to this terrible illness. 

More than 5,000 women every year lose their lives to 

BC, according to data from the World Health 

Organization (WHO). It has been noted that most 

instances of BC are diagnosed late. As a result, patients' 

odds of survival plummet to between 10 and 40 percent. 

If discovered early and basic therapy is given promptly, 

the survival rate may be enhanced from 10-40% to 80% 

[1][2]. The initial stage of breast cancer may be 

discovered with early diagnosis and screening. Breast 

cancer early detection is aided by public and medical 

understanding of the disease's symptoms. Clinical breast 

examination by a doctor and other medical experts is the 

first step in the screening process, whereas 

mammography is the second. A mammogram is a picture 

of the breast produced by a low-dose X-ray examination 

of a woman's breast [3]. Mammography has been shown 

to be an efficient and successful means of screening for 

breast cancer. Because it detects even subtle changes in 

the breast. It's not only the physicians and nurses that 

could miss these shifts; occasionally the patient is 

unaware of them, too. 

Mammography is a cutting-edge technique used for the 

early detection of breast cancer. Breast mammography 

penumbras are the primary target of this method because 

of their high tissue density. Therefore, it is a useful 

method for detecting breast masses and 

microcalcifications (MCC) in women. Here are some of 

digital mammography's benefits: 

To get the best possible outcomes in the diagnosis of BC, 

clinical images are shown digitally. Using an image 

processing approach, the mammogram's display quality 

may be improved by adjusting the picture's edges, 

contrast, and density. 

 ii) CAD, or computer-aided diagnosis: Several CAD and 

CAD methodologies are now being developed. In the 

future, these methods will aid the radiologist's diagnostic 

procedure by producing more cost-effective and reliable 

findings. For remote consultation with other doctors, the 

present technology transforms digital mammograms 

across phone lines or a network, making data accessible 

in distance modes and for future references. iii. Image 

Archiving and Management. The radiologists will have a 

far better chance of finding the masses if they use all 

three methods at once. A significant drawback of 

mammography screening is that radiologists miss many 

instances of early-stage breast cancer. Research shows 

that 15 percent of breast cancers that were detectable in 

earlier screening were missed by radiologists during 

mammography [9]. Many early-stage instances of breast 

cancer are overlooked when just the most subtle 
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symptoms are used as a yardstick, and when mistakes in 

perception are also included in. In the eye tracking 

studies, these mistakes have been broken down into three 

classes. ii) Detection Error; Radiologists can identify 

lesions for a very little time, say, a single second. In rare 

circumstances, radiologists are unable to determine 

whether a growth is malignant or noncancerous despite 

extensive testing. Search and detection mistakes occur 

when radiologists miss the existence of a tumor, whereas 

interpretation errors occur when radiologists correctly 

identify a tumor but decide no treatment is necessary. 

Depending on the specific characteristics, an abnormal 

tissue in a woman's breast may be either benign or 

malignant [11]. Breast tissue evaluated by a biopsy may 

definitively be classified as benign or malignant. Suspect 

breast cancer tissue is removed surgically and examined 

by a pathologist. Although digital mammography has 

been widely praised for its ability to identify breast 

cancer, there is still a need for highly trained radiologists 

who can distinguish between healthy tissue and 

malignant growths [12].[13]. Medical diagnostic tests are 

evaluated by their sensitivity, specificity, and accuracy in 

distinguishing between malignant and benign samples. A 

false-positive (FP) instance is one in which a radiologist 

incorrectly diagnoses a benign condition as cancer 

because of subpar imaging [14]. Breast cancer lesions 

and microcalcifications (MCCs) are key diagnostic 

indicators. Thirty percent to fifty percent of people with 

cancer have these symptoms. Detecting large lesions 

might be challenging because to [15]. 

Lesions in a woman's breast are notoriously difficult to 

diagnose because of their varied appearance, size, and 

location inside the thick glandular tissue. 

 Lesions, according to their heuristic properties, often 

seem indistinguishable from normal tissues and 

sometimes are mistaken for them. It's difficult to see 

MCC on a mammogram because  it looks as a cluster of 

granular white spots rather than a single, discrete calcium 

deposit. They range in diameter from around 0.1 

millimeters to about 1 millimeter, with a mean of about 

0.3 millimeters. Those things are classified as irregular, 

granular, or linear. 

The foundations of computer-assisted diagnostics may be 

traced back to image processing and machine learning 

techniques. Digital mammography requires a pre-

processing approach [18] to reduce artifacts, get rid of 

noise, and enlarge breast pictures so that mass lesions 

and MCC may be better seen. In the computer-aided 

design (CAD) process, machine learning (ML) 

techniques are used to classify patterns. Attributes 

obtained from the ROI are employed in the diagnostic 

model's training and testing phases of categorization. The 

sample at hand is classified as benign or malignant using 

a classifier trained on samples with known anomalies 

(MCC and mass). Over the last decade, several different 

categorization strategies have been used for 

distinguishing between benign and malignant tumors in 

breast imaging. 

2. Literature Review 

Kosmia Loizidou et.al(2022) The information used in 

this analysis comes from a confidential dataset. We 

collected 196 pictures from 49 patients (2 views per 

breast at 2 time points per patient) with detailed 

annotations of mass sites and instances of malignancy 

verified by biopsy. In all, 96 features were recovered for 

categorization using 5 feature selection methods. This 

study shows that subtracting digital mammograms taken 

at different times may reliably distinguish between 

benign and malignant breast tumors using machine 

learning. 

U Supriya et.al (2022) The incidence of breast cancer 

continues to rise worldwide at an alarming rate. Women 

significantly outnumber males in the prevalence of breast 

cancer. If caught and treated early, breast cancer is 

manageable. One method for finding breast cancer early 

is mammography. Six optimal deep learning algorithms 

(are tested for their ability to detect breast cancer in 

mammography images, and InceptionV3 is shown to be 

the most effective. 

Aditi Kajala et.al(2020) This study provides a high-

level overview of how machine learning techniques may 

be utilized to improve the accuracy and timeliness with 

which breast cancer diagnoses are made. The examined 

studies primarily aim to aid in proper diagnosis and 

categorization. 

G. Umarani Srikanth et.al (2019) A compression, 

feature, clustering, regression, and classification 

technique based on Extreme Learning Machine's 

optimization-based learning paradigm. To fix these 

problems and improve generalization efficiency, the 

authors suggest using fake hidden nodes and the Unique 

minimal method. In this study, we provide a CAD 

system that uses deep, morphological, textural, and 

density-based characteristics learned by a Convolutional 

Neural Network (CNN). With the use of mammography 

scans, CAD systems can determine if a patient has 

malignant or benign breast tissue and, if so, at what stage 

of the disease it is. Using this approach, the authors of 

this research hope to determine whether or not a certain 

stage of breast cancer tissue poses a health risk. 
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Identification of Malignant Lesions in Mammograms 

Image by using Supervised Deep Learning ICNN 

Model 

Over the last two decades, CAD systems have been 

developed to assist radiologists in the analysis of 

mammography screening. Recent CAD systems used for 

screening mammography analysis have shown subpar 

results and need to be refined to provide better screening 

results. Since 2012, a convolutional neural network 

(CNN) system has been utilized to analyze screening 

mammograms, with impressive results in the field of 

medical intellectual property. There is much hope that 

CNN will revolutionize the field of medical image 

analysis. Based on one of the most effective lesion 

diagnosis methods, we offer an enhanced version of a 

convolutional neural network (ICNN) model. This model 

may be seen as an aid to the radiologist since it can 

detect both normal and pathological lesions in a 

mammographic picture automatically. On the open 

MIAS database, the ICNN model achieves top 

classification results. With 10 fold cross validation, it 

successfully distinguishes between malignant and benign 

lesions on mammograms with an impressive accuracy 

rate of 92.05%.  

Most women will get breast cancer (BC) at some point in 

their lives. Breast cancer is the second leading cause of 

death among women worldwide. Women's breast cancer 

mortality may be reduced by 38-48% with regular 

mammography screening.  Twenty-five of the European 

Union's 28 members use digital screening technologies 

to find breast cancer early, when it is most 

treatable.Digital mammograms are obtained from both 

breasts at opposite angles throughout the screening 

process. Radiologists evaluate the mammograms to see 

whether the tumors are cancerous or not. Radiologists 

may use a computer-aided detection (CAD) system to 

help them find suspicious lumps in mammograms, which 

might indicate the presence of cancer. More in-depth 

study is needed to improve the accuracy of the model for 

identifying breast cancer bio markers in mammography 

pictures, according to studies on the efficacy of CAD 

systems. Digital mammography, advancements in 

machine learning and intellectual property procedures, 

and other recent innovations have opened up a 

significant new window of opportunity for early and 

precise diagnosis of breast cancer. 

Our study's goal is to build a better CNN system by 

integrating new augmentation techniques, batch 

normalization, and dropout settings to boost the precision 

of a CNN-based model. In conclusion, DL networks are 

increasingly being used to address medical analytical 

difficulties on massive mammography datasets, such as 

the categorization of distinct kinds of mammograms. As 

a result, we propose a unique method for classifying the 

various kinds of masses shown in mammographic 

pictures using an effective ICNN architecture that 

addresses the aforementioned three CNN-related 

difficulties. The suggested model and its associated 

methodologies are described in this section. In this study, 

we use both malignant and benign mammograms to 

prove that the suggested model works.  

3. Materials and Methods  

Dataset Specifics From the MIAS database, 2,000 

normal and cancerous breast mammograms have been 

categorized.  

In Table 1 the quantity of images of each category is 

being described 

 

 

Table 1: Details of the images considered for study and taken from MIAS database 

Mammograms are all 1024 pixels on the widest side. 

Due of the enormous file sizes, these photographs have 

been preprocessed and resized to 256 256 pixels before 

being used as input in our suggested method. 

Over fitting may occur when just a little quantity of data 

is utilized to train a deep neural network. Training 

mammograms undergo image processing to prevent the 

overfitting problem. Therefore, we have modified the 

original mammograms by altering their size, orientation, 

and rotation. As you can see in Table 1, we have 

augmented our data such that the two groups of cases are 

equally represented. 
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Fig. 2. Framework of the proposed model 

Proposed Network Architecture 

 

Fig 3. ICNN system architecture 

Figure 2. depicts the suggested model architecture. It is 

built from 6 layers total: 2 completely linked layers, 2 

pooling layers, and 4 convolution layers. The first layer 

of the ICNN is fed input. The first convolutional phase 

employs 32 filters with a 5 5 1 kernel to generate a 

feature map of 256 256 32-pixel cells. The feature map's 

matrix size is decreased from 256 256 256 to 128 128 32 

thanks to a resampling operation in the first max pooling 

layer that yields the maximum value for each pair of 

pixels in a 3 3 kernel. Two completely linked layers 

follow the four convolution layers and four pooling 

layers; these are a multilayer perception layer and a 

softmax layer. In the last layer, the cancer probabilities 

are calculated using a softmax function. Each 

convolution layer's RLU activation function helps ICNN 

deal with vanishing gradient problems. To avoid 

focusing on the overfitting problem, we have employed 

the dropout strategy during training (a dropout of 0.5 is 

typical for mammography). Over fitting may be avoided 

and network performance can be enhanced by using 

dropout methods. 

4. Discussion of Experimental Outcomes 

The proposed ICCN system is intended for use in the 

detection of breast cancer. This technology will provide 

radiologists with more resources and information. The 

enhancement of mammography, the detection accuracy, 

and the comparison with other models are the three main 

focuses of this model's outcomes. 

In this model, 70% of the dataset was utilized for training 

and 30% was used for testing in accordance with 

conventional procedures [168][169]. The ICNN model 

for mammography classification was trained with both 

raw data and additional information. Table 2 displays the 

degree to which the original and enhanced photos 

maintain their correctness and the amount by which they 
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degrade. The training accuracy and validation accuracy 

of ICNN have been attained as 99.48% and 92.05% 

correspondingly with the usage of augmented pictures 

and the 10-fold cross validation approach. Additionally, 

it produces a training loss of 0.0186% and a validation 

loss of 0.3584%. Therefore, ICNN's augmented accuracy 

rate is preferable. Table 3 displays the training time 

required by the model at 5437.6 seconds. 

Table 2. Different types of accuracy and loss measures in percentage for original and augmented images 

 

Table 3. Training options for pre-trained ICNN models 

 

Achievement and accuracy rate: 

Figure 4 depicts the success and failure rates for both the 

training and testing sets. After 60 epochs, the accuracy 

rates in training and testing are growing linearly or 

staying constant. For the training set, the loss rate 

gradually decreases for the first 60 epochs before 

leveling out. However, throughout testing, it varies and 

eventually drops to 100 epochs, after which the variation 

becomes quite minimal. 

 

Fig 4. Accuracy and loss of the original images used in ICNN 

5. Conclusion 

Breast cancer lesions were classified using a supervised 

deep learning computer-aided diagnosis (CAD) system 

as presented in the paper. Results from experiments 

indicate that DL may significantly improve breast 

mammograms. The accuracy of each CNN model is 

compared to the others. Experiments with the BC cancer 

data set using the DL approach ICNN have shown an 

accuracy of 92.05%. CNN's quicker learning techniques 

and its ability to automatically extract relevant variables 

allow for superior performance in the prediction and 

prognosis of malignant lesions in mammographic 

images. The depth architecture of DL may be used in the 

detection of breast cancer in the future. 
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