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Abstract. Each of the growing advancement in the field of Semantic segmentation has taken us a step ahead towards effectively 

achieving Artificial Intelligence. CNN has again and again proved its semantic competency in extracting rich features at various level of 

abstraction. Semantic segmentation of the image for better understanding of the objects and its context is essential for wide range of 

applications ranging from scene classification to automatic driving vehicles. An encoder- decoder inspired U-net architecture using 

Efficient Net as backbone is been proposed. To replicate the effect of magnifying glass for diverse feature rich extraction inception 

blocks with different kernel size is added into decoder. The proposed method is tested on the most unstructured, delineated Indian 

Driving Dataset (IDD) and the popular benchmark Pascal VOC 2012 dataset. The architecture with its well defined segmentation map 

outperforms the previous benchmark results by attaining mean Intersection over Union (mIoU) of 0.78 and 0.63 on Pascal VOC and 

IDDLite dataset respectively. 
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1. Introduction 

Convolution Neural Network (CNN) has brought a 

change in the way images are processed, understood and 

recognized [1]. It had lead us from the coarse image 

classification task to fine level object detection, 

bounding box prediction, style transfer. Sematic 

Segmentation is finer pixel level image processing which 

involves prediction of each pixel with its identifying 

class. Semantic segmentation has been widely used for 

scene classification, localization and navigation related 

tasks [2]. Most of the old school methods involved 

manual feature extraction, could process images only of 

low resolution which ate up all the finer level details. 

Along with CNN, advancements in GPU have led the 

researchers into building innovative approaches for 

segmentation tasks like FCN [3], U-Net [4], PSP-Net [5], 

Deep Lab [6] to Mask-RCNN [7]. In the era, heading 

towards self-driving vehicles which works mainly on the 

provided context information, proper semantic 

segmentation with perfect blend of fine-low level 

features and coarse-semantic level feature is evident [8]. 

U-Net is most often popularly used architecture without 

any complex pre and post processing as requirement, yet 

efficient enough in fusing the segmentation maps at 

various level of the pyramid [9]. Unet merges the 

information of what the images contains to where exactly, 

by effectively merging the feature maps in hierarchy 

from fine to coarse level. The general architecture of the 

Unet is shown in Figure 1.  Unet consists an encoder - 

which follows a contracting path using max pooling, a 

bridge and a decoder – which is an expanding process 

using upsampling for image reconstruction. The key 

element responsible for faster convergence lies in the 

architectures skip connection which aids in retaining the 

losses incurred along the downhill.    

 

Fig 1. The general architecture of U-Net. 

2. Related Work  

An automatic liver segmentation in CT images called 

EAR-U-Net is proposed, using EffiicientNet B4 as 

framework for U-Net. The method uses an added 

Attention gate at skip connection to focus on the features 

which are appropriate for the task and residual block to 

tackle with the vanishing gradient problem. The EAR-U-

Net has proved its efficiency in MICCIA-LiTS17 

challenge with the dice score of 0.952 [10]. A Mask R-

CNN inspired model for Efficient Panoptic segmentation 

with customized head which integrates the combination 

of rich features. The method has proved its accuracy on 

KITTI, Military Vistas, Cityscapes and Indian Driving 

Dataset [11]. U-Net based architecture with EfficientB7 
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as backbone along with simple convolution layers using 

combination of jacquard and binary cross entropy is 

employed for segmentation of IDD-Lite dataset with test 

mIoU of 0.6276 [12].   

Half U-Net with full scale fusion of features with the aid 

of ghost modules is proposed for mammography and 

lung nodule segmentation. This simplified architecture 

reduces the total number of operations, parameters while 

achieving similar accuracy as the original U-Net and its 

variants [13].  A multi-scale based attention merged with 

Unet at the skip connection called the MSA-UNet is 

proposed for liver segmentation. The model has achieved 

a dice score of 98% and mIoU of 96% on publically 

available datasets [14]. To address the issue of class 

imbalance which is often faced in segmentation, another 

variant with batch normalization, reduced filters and 

dropout layers called class balanced Unet is proposed by 

the authors. The method shows an improvement of 

0.01% in liver and 0.11% in tumor, but failed to 

recognize oddly shaped tumors [15]. The W-MSA 

structure present in Swin is merged with convolution and 

the general architecture of Unet for faster convergence of 

the model while preserving the locality information from 

the patches for medical CT image segmentation [16]. 

3. U-in-EffNet: Proposed Methodology 

Many variants of U-Nets are been proposed by the 

researchers along the history. The usage of transfer 

learning based pre-trained model as encoder for U-net is 

a popular culture. Encoder with pre-trained weights of a 

base model works as ideal feature extractor. In the 

proposed methodology, the state-of-the art EfficientNet 

model is used as encoder, instead of using traditional 

convolutional layer as decoder, a magnifier which 

increases the field of view, capable of capturing diverse 

features is designed. Architecture details of encoder and 

decoder is elaborated in the further sections. 

3.1 Encoder: EfficientNet-B7 

The general thumb rule followed while working with the 

CNNs states if efficiency is not good enough - increase 

the complexity of the model either by adding more 

layers, increase the filters or by using higher resolution. 

Well, the unsaid ugly truth here is the increased 

complexity is not always directly proportional to 

efficiency. It saturates, more gets worse additionally by 

eating up the memory and making the model too 

complex.  A novel technique EfiicientNet was proposed 

which does the scaling up task but in a smarter way 

called compound scaling [17]. The architecture is made 

up of several blocks, each block is made up of several 

sub-blocks called MBConv block which was originally 

proposed by the authors of MobileNetV2 [18]. MBConv 

Block has series of Expand, DepthwiseConv, Squeeze, 

Reshape, Expand, Excite layer. With the aid of inverted 

residuals EfficientNet family of models justifies the 

name given with smart compound scaling and fewer 

number of parameters. For the proposed UNet based 

semantic segmentation model, EfficientNet-B7 is used as 

the backbone along with the pre-trained weights on 

ImageNet dataset.   

3.2 Decoder: Magnifier using Inception Block 

As opposed to the conventional decoder, the proposed 

Unet has a decoder which is asymmetrical in nature with 

skip connection from its corresponding layers of the 

encoder. Transpose convolutions are used to upsample 

the data to increase the resolution as required for 

concatenation from its relative skip connection. Addition 

of skip connection ensures better localization of 

information while retaining the global spatial 

relationships. The concatenated features are passed onto 

to the inception block which works as magnifying glass.  

The inception block employs multiple size of kernels to 

capture the diverse sparse features present in the image 

which is concatenated before passing to the next layer, 

resulting in efficient prediction of feature rich 

segmentation maps [19]. The architectural detail of the 

proposed methodology is shown in Figure 3.

 

Fig 2. Architecture of the proposed U-in-EffNet. 
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3.3 Datasets  

Pascal VOC2012: It is the most popular publically 

available benchmark image datasets used for Object 

detection, Segmentation and Action classification. The 

dataset contains visual image object from the real life 

environment with the ground truth of bounding box, 

object class labels and reference spatial points [20]. It 

has around 11,530 images, with object categories 

belonging to aeroplane, bicycle, boat, bus, car, motorbike, 

train, bottle, chair, dining table, potted plant, sofa, 

TV/monitor, bird, cat, cow, dog, horse, sheep, and person. 

Sample images from the dataset can be seen in Figure 4 

(a).

 

Fig 3. Sample images from datasets (a) Pascal VOC2012 (b) IDD-Lite  

Indian Driving Dataset (IDD): According to the 

statistics provided by the World Health Organization 

(WHO) road accidents stands at the 8th position for world 

leading death causes [21]. During the time where 

autonomous navigation system with ADAS features are 

gaining major consumer preferences and manufacturers 

attention, techniques with precise knowledge of 

surrounding environment is apparent basic requirement. 

A much diverse, unstructured, complex dataset with road 

sequence images along with ground truth is made 

available under four different hierarchies of classes [22]. 

For the evaluation of proposed method level-1 with 7 

classes called IDD Lite version is used with 1404 to 

train, 204 for validation and 408 test images. Some of the 

sample images from the dataset are shown in Figure 4 (b). 

 

Fig 5. Segmentation maps predicted by U-in-EffNet for PascalVOC2012  
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3.4 Result & Discussion 

The proposed architecture was tested under experimental 

set up by using TensorFlow 2.0 framework as backbone 

via Python3 programming language with 52GB RAM 

and T4 GPU. The input was normalized, augmented 

before passing it to the model, later trained using Adam 

as an optimizer with learning rate of 0.0001 and Focal 

Loss as loss function. The results are evaluated with best 

saved model using mean Intersection over Union which 

is a standard metric commonly used for segmentation 

tasks. For the Pascal VOC2012 dataset the model was 

trained for 60 epochs with batch size of 20, the 

segmentation results are shown in Figure 4. For IDD Lite 

dataset the model was trained for 10 epochs with the 

batch size of 4, Figure 5. shows few of the segmentation 

results along with its ground truth. A comparative 

analysis of the proposed methodology with previous 

work for Pascal VOC2012 and IDD Lite dataset is been 

tabulated in Table 1. and Table 2. respectively.  

   𝐴𝑑𝑎𝑚 =  𝑤𝑡 − 𝜂 
𝑚̂𝑡

√𝑣̂𝑡   +   𝜖    
                       (1) 

  𝐹𝑜𝑐𝑎𝑙  𝐿𝑜𝑠𝑠 = − 𝛼𝑡  (1 − 𝑝𝑡)𝛾   𝑙𝑜𝑔 (𝑝𝑡)         (2) 

𝑀𝑒𝑎𝑛 𝐼𝑜𝑈 =  
1

𝑛
 ∑

𝑇𝑃

𝑇𝑃𝑛+𝐹𝑃𝑛+𝐹𝑁𝑛
                (3) 

In comparison to the earlier works which are based on 

FCN, ERFNet, ResNet, Unet, the proposed U-

EfficientNet with induced inception block proves its 

greater discriminating ability between the classes. The 

model shows 0.7% increased efficiency in mIoU for 

PascalVOC 2012 and 0.1% increased efficiency in 

IDDLite level-1 dataset in comparison to earlier work. 

The models performance is poor when it comes to level-

2 minority classes like curb, wall, billboard, traffic sign, 

traffic light, pole, fence which occupies a very small 

percentage of the overall image.  The graphical 

representation of the results can be seen in Figure 6.

 

 

Fig 5. Segmentation maps predicted by U-in-EffNet for IDD-Lite  

     Table 1. Comparative analysis of Proposed U-in-EffNet on Pascal VOC2012 dataset result with previous work 

 

Methodology 

       Test 

        mIoU 

R-CNN [23] 47.9 

SDS [24] 51.6 

FCN-8s [3] 62.2 

DiCENet [25] 66.5 
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ESPNetV2[26] 68.0 

ParseNet [27] 69.8 

DeepLab-MSc-CRF-LargeFOV 

[28] 

71.6 

U-in-EffNet (Proposed) 78.5 

 

Table 2. Comparative analysis of Proposed Proposed U-in-EffNet on IDD dataset result with previous work  

 

Methodology 

  Validation 

         mIoU 

Test 

mIoU 

Dilated ResNet18[29] 

ERFNet [30] 

55.03 

66.13 

    - 

     - 

DeeplabV3+ with 

ResNet18 [31]  

63.03 56.14 

U-Net with ResNet 50 

[31] 

68.59 60.76 

U-Net with EffNetB7 [31] 73.76 62.76 

U-in-EffNet (Proposed) 74.25 63.35 

 

 

Figure 6. Graphical representation of the result (a) Pascal VOC2012 (b) IDD-Lite  

4. Conclusion 

Pixel level classification of images from real life 

scenarios are often unstructured contains many minority 

class which is very challenging task for any state of the 

art technique to achieve higher mIoU. Since CNN learns 

to map the data with its related identifying class only by 

seeing enough samples, it struggles with inadequate and 

similar samples. The proposed Unet architecture with 

EfficientNet as backbone benefits from its smart scaling 

capability. With the additional inception block in the 

decoder enables it to learn complex semantic level 

features while preserving the spatial relationships among 

the pixels. The architecture achieves higher mIoU for 

both visual and traffic images.  

In future, the method needs to be evaluated on various 

challenging dataset belonging to different domains. 

Meantime, we can think about benefitting from 

knowledge gained from segmentation - towards its 

applications for automated annotation of images.      
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