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Abstract: Deep Learning (DL) and Machine Learning (ML) techniques have been widely used in recent years to develop 

new and innovative products and services in various industries. These techniques have the potential to transform the way 

people think about and use technology. They have the capability to perform complex tasks and make accurate predictions. 

The efficiency of DL and ML algorithms has been studied in various domains, leading to significant progress in several 

applications. As technology and the domains become more interconnected, it is important to explore their effects on different 

sectors. One of the most important factors that can be considered when it comes to analyzing the generalizability and 

transferability of these techniques is cross-domain analysis. This allows us to identify the potential of these techniques to 

solve various problems. Cross-domain analysis is beneficial for several reasons. It allows us to identify ML and DL 

algorithms' limitations and strengths and transfer knowledge between them, which can help speed up the development of new 

solutions and decrease the time and effort involved in the process. If ML algorithm is able to perform high-accuracy in 

healthcare, it can provide valuable insights for the detection of financial fraud. For several reasons, cross-domain analysis is 

essential for the design and implementation of DL and ML algorithms. It helps in identifying the specific requirements and 

challenges of the given domain, and it enables the optimization of existing frameworks. The objectives and characteristics of 

each domain dictate the need for specific modifications or upgrades. This study aims to analyze the effects of DL and ML 

algorithms on different sectors, such as healthcare, financial services, and network security. It will examine the suitability 

and performance of different ML and DL algorithms in these domains. The findings of this research will allow us to gain a 

deeper understanding of their potential to address specific applications. The study covers the effects of DL and ML algorithms 

on different sectors, such as healthcare, NLP, financial services, and network security. It performs a comprehensive analysis 

of the different algorithms in these areas, including Gradient Boosting Machines (GBM), Logistic Regression (LR), Random 

Forest (RF), and Support Vector Machine (SVM). DL algorithms, such as Convolutional Neural Networks (CNN), Long 

Short-Term Memory (LSTM), Gated Recurrent Unit (GRU) and Transformer are also evaluated for their suitability and 

performance. This research offers actionable insights to practitioners and researchers, guiding them in picking suitable 

algorithms for specific applications, ultimately serving the goals of network security, healthcare, financial services, and NLP. 

The findings of this study will contribute to the increasing number of people who know about the applications of DL and DL 

algorithms. It will also help practitioners and researchers use these tools effectively in various fields. The study's cross-

domain analysis also provides opportunities to enhance and transfer knowledge. 
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1. Introduction 

The emergence of DL and ML algorithms has 

revolutionized various fields, such as healthcare- Disease 

diagnosis, Medical image analysis, Electronic health 

record (EHR) analysis, Patient risk stratification, Medical 

signal processing, Clinical decision support systems[1], 

[2], financial services-Credit card fraud detection, Stock 

market prediction, Loan default prediction, Customer 

churn analysis, Financial risk assessment[3]–[6], natural 

language processing-Sentiment analysis, Text 

classification, Named entity recognition, Document 

summarization, Speech recognition[7]–[10], network 

security[11]–[13] and more. These tools have 

demonstrated the ability to perform intricate tasks with 

remarkable accuracy and efficiency, driving significant 

advancements in diverse sectors. Despite the significant 

advancements made by DL and ML techniques in one 
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domain, there is a growing need for further research on 

their applications in other areas. One of the most 

important factors that can be considered when it comes to 

assessing the generalizability and transferability of DL 

and ML techniques is cross- domain analysis. Cross- 

domain analysis is beneficial for several reasons. It allows 

the transfer of knowledge between different domains, 

which can speed up the development of new solutions and 

reduce the time and effort involved in the production of 

them. For instance, an ML algorithm that can accurately 

detect financial fraud in healthcare may be useful in 

identifying network security threats[14]. 

Cross- domain analysis also helps identify the various 

requirements and challenges that can be encountered by 

existing DL and ML algorithms in different domains. This 

can be done by analyzing the data properties and 

characteristics of each domain. If a domain has unique 

objectives and characteristics, it may require the 

modification or adaptation of existing models. A thorough 

evaluation of the applications of DL and ML techniques 

in different domains can reveal patterns and guide the 

creation of tailored solutions[15]. Further, cross- domain 

analysis lets practitioners and researchers evaluate the 

suitability and effectiveness of various DL and ML 

models in different domains. By conducting a 

comprehensive and quantitative analysis of the 

algorithms' performance, researchers can determine 

which ones consistently perform well and which ones can 

be generalized well. Another advantage of cross-domain 

analysis is it allows us to compare and benchmark the 

effectiveness of different algorithms in a given domain. 

This helps us identify suitable ones and optimize the 

allocation of resources. Cross-domain analysis can help 

develop practical solutions in a particular domain and 

promote advancements within that field. 

The findings from cross- domain analysis can help 

identify the most suitable algorithms for specific tasks and 

applications. It can also help improve the allocation of 

resources and promote advancements in various fields. 

This study aims to comprehensively analyze the effects of 

DL and ML algorithms on diverse domains, such as 

healthcare, financial services, NLP, network security, and 

sentiment analysis. It will evaluate the suitability and 

performance of different models in these areas and 

provide valuable insight into their capabilities. 

Researchers will look into the ML algorithms used in 

healthcare, such as the Random Forest, Logistic 

Regression, and GBM, to see if they can help treat 

Alzheimer's disease. In addition, some of the more 

common DL models, such as CNN and GRU, will be 

studied to see if they can also have an impact in this 

domain. 

In the NLP area, some of the most common ML models, 

such as GBM, SVM, and Logistic Regression, will be 

evaluated to see if they are good at accurately identifying 

sentiment in text. On the other hand, researchers will look 

into the DL models known as CNN, GRU, LSTM, and 

Transformer to see if they are suitable for this domain. In 

the financial services sector, some of the ML models used 

in fraud detection, such as GBMs, SVM, Random Forest, 

and Logistic Regression will be examined. DL models, 

including CNN, GRU and Transformer, will also be 

looked at to see if they perform well in this area. In the 

network security domain, some of the most common ML 

models, such as SVM, GBM, and Random Forest, will be 

evaluated to see if they can perform well in this area. 

Furthermore, researchers will investigate the DL models 

CNN, GRU, and Transformer to see if they can be utilized 

in improving the security measures of networks. 

The research will examine the effects of DL or ML 

algorithms on different domains, and it aims to provide a 

complete comprehension of their efficiency and impact. 

The findings will help in the advancement of the field of 

ML and DL, allowing practitioners and researchers to 

utilize such powerful tools in diverse areas. The study also 

aims to find opportunities for the enhancement and 

knowledge transfer of algorithms. Through an evaluation 

of the performance of DL and ML models in different 

domains, researchers will be able to identify best practices 

and patterns that may be applied to develop tailored 

solutions. This knowledge would promote innovation and 

collaboration within the field of DL and ML. The paper 

will utilize a quantitative method to analyze the 

performance of various DL and ML algorithms in 

different domains. The method will use accuracy as a 

metric to measure the algorithms' effectiveness in 

achieving their goals. The analysis will allow for a 

detailed evaluation of the algorithms' accuracy. 

The study will also look into the various challenges and 

limitations associated with implementing DL and ML 

algorithms across different domains. Various factors such 

as data quality, model interpretability, and data 

availability will be analyzed to provide a comprehensive 

evaluation of the algorithms and their capabilities. 

Furthermore, the research team will highlight any 

modifications that can be made to improve the algorithms' 

performance. The results of the study will be presented in 

a clear and concise manner, and the findings will be 

conveniently categorized and displayed to facilitate easy 

comparisons and interpretation. The paper will highlight 

the best-suited algorithms that consistently perform well 

in diverse domains and are ideal for specific applications. 

The evaluation of the cross-domain effects of DL and ML 

models is very important in comprehending their 

efficiency, transferability, and impact in diverse 



International Journal of Intelligent Systems and Applications in Engineering IJISAE, 2023, 11(7s), 253–262 |  255 

applications. This study will look into the suitability and 

performance of different DL and ML models in 

healthcare, financial services, network security, and NLP. 

The findings of this study will help improve the efficiency 

and effectiveness of DL and ML techniques by providing 

a comprehensive evaluation of their capabilities. It will 

also help practitioners and researchers in identifying the 

best-suited algorithms for their specific applications. In 

addition, it will help them in optimizing their resources 

and developing tailored solutions. 

2. Literature Review 

Literature review aims to provide an extensive analysis of 

the various studies that were conducted in various fields, 

such as cybersecurity, natural language processing, 

finance, and healthcare. It explores the latest 

developments in DL and ML algorithms, as well as the 

methodologies used in these areas. The selected papers 

will provide us with valuable insight into the current status 

of research in these areas. Furthermore, we can identify 

the gaps in knowledge and initiate further studies. The 

review highlights the studies that have made a significant 

contribution to the relevant fields and showcases the 

diverse advantages and capabilities of DL and machine-

learning systems. 

A. Mujumdar et al.[16] analyzed the performance of 

various ML methods on predicting diabetes. They found 

that some of these algorithms, such as the Support Vector 

Machines, Random Forest, and Logistic Regression, were 

able to achieve a good accuracy. Their findings support 

the idea that ML can be used in healthcare. 

D. Sisodia et al.[17] evaluated the classification 

capabilities of several algorithms for the prediction of 

diabetes. They found that some of these, such as KNN and 

Decision Trees, performed well in identifying individuals 

with diabetes. Their findings highlight the potential of 

these technologies in healthcare settings. 

M. A. Sarwar et al.[18] evaluated the performance of 

different ML algorithms on predicting diabetes in 

healthcare settings. They found that the ANN, KNN, RF, 

and KNN performed well, demonstrating the feasibility of 

such systems in this area. They also emphasized the 

importance of preprocessing data in generating accurate 

outcomes. 

G. Swapna et al.[19] focused on developing DL systems 

that can detect diabetes. They studied the various 

architectures used for DL, such as CNN, Long-term 

Memory, and Autoencoders. They found that the 

algorithms performed well in the competitive 

environment, demonstrating the potential of these systems 

in healthcare. 

S. G. Alonso et al.[20] review to analyze the various 

aspects of data mining in the field of mental health. It 

noted that these techniques could help improve the 

efficiency of mental health services by identifying 

potential factors that could affect patients' treatment. 

R. Chadha et al.[21] investigated the use of data mining 

techniques to predict heart disease. They examined the 

performance of different platforms, such as Nave Bayes, 

Decision Trees, and Neural Networks. The results of the 

study revealed the potential of these methods in predicting 

cardiovascular health conditions. 

 S. Uddin et al.[22]  evaluated the capabilities of different 

supervised learning platforms for predicting various 

diseases, such as Logistic Regression, KNN and RF. They 

found that the performance of these platforms varied. The 

findings of the study provided valuable insights into the 

limitations and strengths of each algorithm, and this 

helped to choose the suitable one for the task. 

M.Malik et al.[23] looked into the literature on the use of 

predictive analytics and data mining in healthcare 

delivery. It covered various subjects, such as health 

monitoring and disease prediction. The findings of the 

review indicated the importance of such techniques in 

improving the healthcare outcomes. 

C. Krittanawong et al.[24] discussed the use of AI in the 

field of cardiovascular medicine. It highlighted the use of 

DL and ML methods in various areas, such as diagnosis, 

prognosis assessment, and treatment selection. The 

findings of the study indicate that such techniques could 

help improve the outcomes of patients and improve the 

precision of healthcare. 

S. Mohan et al.[25] studied the effectiveness of a hybrid 

ML approach in predicting heart disease. They utilized 

different algorithms such as KNN, SVM, and Decision 

Trees to attain better accuracy. The results of the study 

revealed that the hybrid approach performed better than 

the individual algorithms when it came to predicting heart 

disease. 

M. Habibpour et al.[26]  focused on developing a DL 

model that can detect credit card fraud based on 

uncertainties. The findings indicated that developing 

models that take into account uncertainties is important in 

order to improve the system's reliability and robustness. 

A. Cherif et al.[27] analyzed the various techniques used 

in the detection of credit card fraud. They found that DL, 

ML, and data mining were useful in identifying this type 

of crime. The study also emphasized the need for adaptive 

and advanced fraud detection systems to protect the 

financial sector from the threats of new technologies. 

 X. Cheng et al.[28] analyzed the use of ML and big data 

analytics in the fight against emerging financial risks. It 
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highlighted the importance of using big data to improve 

the prediction, management, and assessment of risks 

within the financial sector. 

R. Nyman et al.[29] explored the use of news reports and 

narratives in assessing the systemic risk of financial 

markets. They found that natural language processing and 

big data techniques could help identify early warning 

signs of financial crises. The findings of the study indicate 

that the use of textual information could help predict the 

future risks of financial markets. 

G. Du et al.[30] analyzed the financial risk assessment 

process and proposed a framework that uses ML 

techniques to improve its accuracy. The findings of the 

study highlighted the importance of carrying out accurate 

assessments in the financial sector. The study also showed 

how data analytics models can help improve the reliability 

of their predictions. 

W. Wei et al.[31] conducted a study on the classification 

of onboard equipment for high-speed railways based on 

the BiGRU and labeled-Doc2. They proposed a hybrid 

method that combines the two approaches to improve the 

accuracy of the classification. The findings of this 

research provide valuable insight for the maintenance and 

diagnosis of railway faults. 

The study, which was conducted by L. N. Mintarya et 

al.[32] analyzed the literature on the use of ML methods 

for stock market forecasting. It found that several 

techniques, such as LSTM, SVM, and Random Forest, can 

be utilized to provide reliable and timely predictions to 

investors. 

H. Zhang et al.[33] presented a method that combines the 

MRC framework with the knowledge of the judicial 

domain to improve the recognition of nested named 

entities. The researchers noted that this method can help 

improve the extraction of information from legal 

applications. 

J. Cui et al.[34] discussed the evolution of sentiment 

analysis topics and research techniques. It presented an 

overview of the different approaches to this discipline, 

such as natural language processing and DL. It also 

identified the various challenges and opportunities that 

this field presents. 

V. Gugueoth et al.[35] discussed the security concerns of 

the Internet of Things with DL and federated learning. The 

review noted the recent advancements in this area and 

how these techniques can be used to improve the system's 

protection. The study also emphasized the possibility of 

these approaches addressing the privacy and security 

issues of the IoT. 

The literature review is composed of various systematic 

and research studies that were conducted in different 

areas, such as cybersecurity, finance, natural language 

processing, and healthcare. The topics covered in the 

reviews include fraud detection, disease prediction, risk 

assessment, and sentiment analysis. These studies 

emphasized the advantages of DL techniques and ML in 

addressing different problems and improving outcomes. 

The scope of the review highlights the significant 

developments and applications of DL and ML in various 

sectors. The studies that were examined showed that these 

technologies can help address complicated problems and 

improve the outcomes of healthcare, finance, natural 

language processing, and cybersecurity. According to the 

findings, DL and ML techniques can help predict diseases, 

identify fraud, evaluate risks, analyze sentiment, and 

secure the Internet of Things. But, more research is 

required to develop these technologies. Researchers can 

continue to develop new and improved DL and ML 

techniques by acquiring the necessary knowledge. The 

findings of this review serve as a basis for future 

endeavors and encourage collaboration among different 

disciplines. 

3. Methodology 

This research utilizes a multi-domain analysis of DL and 

ML algorithms in various domains, such as healthcare, 

financial services, and sentiment analysis. It also looks 

into network security and credit card fraud detection. It 

uses a comparative method to evaluate the suitability and 

performance of various DL and ML algorithms in 

different domains. The analysis involves extracting and 

preprocessing the data, which can be done through various 

domain-specific techniques. Various ML techniques, such 

as the Random Forest, Logistic Regression, GBM, and 

Support Vector Machines, are then evaluated and 

compared. DL algorithms, including CNN, GRU, and 

Transformer, are also examined and implemented. The 

evaluated algorithms' performance metrics include 

accuracy. The findings of this evaluation will be used to 

inform the development of new and improved ML and DL 

algorithms that can address specific applications in each 

domain.
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Fig. 1 Proposed methodology 

i. Dataset 

This study collects data from various domains, including 

healthcare[36], NLP[37], financial services[38], and 

network security[39]. It includes relevant samples from 

various sources, such as medical records and textual 

information from social media platforms. The collection 

also includes sentiment analysis and fraud detection. The 

data is collected and curated to ensure its relevance and 

quality. Various preprocessing techniques are utilized to 

deal with data-related issues, such as outliers, missing 

values, and data normalization. The objective of the 

dataset is to provide a framework for the analysis and 

evaluation of DL and ML algorithms. It facilitates the 

generation of meaningful conclusions and the selection of 

suitable algorithms for each discipline. 

ii. Preprocessing 

Preprocessing methods are commonly used in the 

healthcare industry to prepare the data for DL and ML 

algorithms. One of these is feature scaling, which ensures 

that all the features have the same scale. This is done to 

avoid affecting the performance of certain algorithms, 

such as Logistic Regression and Support Vector 

Machines. Other methods, such as normalization is also 

used to improve the quality of the data. In the healthcare 

industry, missing data is a critical aspect of the 

preprocessing process. Since there are typically missing 

values in datasets, it is important to identify and address 

them correctly. One method to do this is by implementing 

mean imputation or regression imputation. Another 

method is to use advanced imputation techniques, which 

take advantage of the data from other instances or 

features. Another method that is commonly used in the 

healthcare industry is to reduce the noise and complexity 

in the data by implementing feature extraction. This 

process involves transforming the various features into a 

set of principal components. Feature selection is another 

type of preprocessing that involves identifying relevant 

features in a given dataset. This is done by evaluating their 

impact on a target variable. Various techniques such as 

information gain or chi-square test can be utilized for this 

process. 

Techniques for extracting sentiment are essential in the 

analysis of natural language. Tokenization is a common 

method that involves breaking down the text into its 

constituent parts. This allows for further study and 

manipulation of the given data. One of the methods used 

to reduce the noise in the data is by removing words that 

do not have significant meaning. This can be done by 

performing lemmatization or stemming. This process can 

also help reduce the dimensionality of the data by 

capturing the essence of the words. 

In the financial services industry, preprocessing 

techniques are used to ensure that the data collected is 

reliable and accurate. One of the most important steps that 

is performed is data cleaning, which removes any errors 

and inconsistencies. This process can help improve the 

quality of the information and prevent false positives. In 

order to develop new and informative features for fraud 

detection, feature engineering is often used. This process 

involves extracting various details from the data such as 

the average transaction amount and geographical location. 

Class imbalance techniques are utilized to deal with 

imbalanced datasets, which typically have significantly 

fewer fraudulent transactions than legitimate ones. These 

include methods that oversample, under sample, or 

generate synthetic data. These can help improve the 

efficiency of fraud detection systems. 

In the field of network security, processing techniques are 

often used to analyze the data collected by the system. 

One of the first steps that is done is normalization, which 

brings the various attributes of the data into a consistent 

scale. Doing this ensures that the analysis will not bias 

against specific features. Methods for extracting network 

data are also used to create meaningful features, such as 

protocol names, port numbers, and source and destination 

addresses. For example, a feature can be extracted from 

packets. In addition, statistical representations like 

standard deviation and mean can be obtained to study the 

traffic's characteristics. An anomaly detection method is 
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also used to identify suspicious or unusual network 

behavior. This process can be carried out through the use 

of statistical techniques or clustering algorithms. These 

techniques can help identify potential security breaches. 

 

iii. Algorithm used  

 

1. ML Algorithms: 

1.1. Random Forest: 

Random Forest is an ensemble learning method that 

combines multiple decision trees to make predictions. The 

algorithm operates by creating a multitude of decision 

trees and aggregating their results. The prediction is made 

by taking the majority vote or average of the predictions 

from individual trees. The mathematical formula for 

Random Forest can be expressed as in eq.1: 

𝑦̂ =  
1

𝑁
∑ ℎ𝑖(𝑥)

𝑁

𝑖=1
… … 1 

Where 𝑦̂=predicted output, N=no. of decision tree, ℎ𝑖(𝑥) 

= prediction of the ith decision tree. 

1.2. Support Vector Machines (SVM): 

SVM is a powerful classification algorithm that separates 

data points by constructing hyperplanes in a high-

dimensional feature space. It finds the optimal 

hyperplane that maximizes the margin between the 

classes. The decision boundary is determined by support 

vectors, which are the closest data points from each 

class. The mathematical formulation of SVM is given by 

eq.2 and 3: 

𝑚𝑖𝑛𝑖𝑚𝑖𝑧𝑒(𝑤, 𝑏)
1

2
‖𝑤‖2 + 𝐶 ∑ 𝜉𝑖

𝑁
𝑖=1  …. 2 

Subject to  

𝑦𝑖(𝑤𝑇𝑥𝑖 + 𝑏) ≥ 1 − 𝜉𝑖 , 𝜉𝑖 > 0 …. 3 

Where w =weight vector, b=bias term, C= regularization 

parameter, 𝑥𝑖=input feature, 𝜉𝑖=slack variable. 

1.3. Logistic Regression: 

Logistic Regression is a popular classification algorithm 

that models the probability of an instance belonging to a 

particular class. It uses the logistic function to map the 

linear combination of input features to the probability of 

the positive class. The mathematical equation for Logistic 

Regression can be expressed as eq.4: 

𝑃(𝑦 = 1|𝑥) =  
1

1+ 𝑒−(𝑤𝑇𝑥+𝑏)
 …. 4 

Where 𝑃(𝑦 = 1|𝑥)= probability of +ve class, w=weight 

vector, b=bias term, x=input feature vector 

 

 

1.4. Gradient Boosting Machines (GBM): 

GBM is an ensemble learning technique that builds a 

strong predictive model by combining multiple weak 

models, typically decision trees. It operates in an iterative 

manner, where each subsequent model is trained to correct 

the errors of the previous models. The final prediction is 

the weighted sum of the predictions from all models. The 

mathematical formulation of GBM can be represented as 

eq.5: 

𝑦̂ = ∑ 𝛼𝑖ℎ𝑖(𝑥)𝑁
𝑖=1 …. 5 

Where𝑦̂ = predicted output, N =

np. of weak models, 𝛼𝑖= weight assigned to each models, 

  ℎ𝑖(𝑥)= predicted of the ith model. 

 DL Algorithms: 

1.5. Convolutional Neural Networks (CNN): 

CNN is a DL algorithm commonly used for image 

classification and recognition tasks. It consists of multiple 

layers, including convolutional layers, pooling layers, and 

fully connected layers. The mathematical formula for a 

single convolutional layer can be expressed as:  

ℎ𝑖𝑗 = 𝑓(∑  ∑ 𝑤𝑚𝑛𝑥𝑖+𝑚,𝑗+𝑛 + 𝑏𝑛𝑚 )….6 

Where ℎ𝑖𝑗=o/p feature map at position(i,j), 𝑤𝑚𝑛=weight 

of the conv. filter at position (m,n), 𝑥𝑖+𝑚,𝑗+𝑛= i/p feature 

map at position (i+m, j+n), b=bias term, f=activation 

function. 

1.6. Long Short-Term Memory (LSTM): 

LSTM is a type of recurrent neural network (RNN) 

designed to overcome the vanishing gradient problem in 

traditional RNNs. It is particularly effective in modeling 

sequential data by capturing long-term dependencies. The 

mathematical equations for an LSTM cell can be written 

as eq.7 to 12: 

𝑓𝑡 = 𝜎(𝑊𝑓 . [ℎ𝑡−1, 𝑥𝑡]) + 𝑏𝑓)…..7 

𝑖𝑡 = 𝜎(𝑊𝑖 . [ℎ𝑡−1, 𝑥𝑡]) + 𝑏𝑖)…..8 

𝑜𝑡 = 𝜎(𝑊𝑜 . [ℎ𝑡−1, 𝑥𝑡]) + 𝑏𝑜…..9 

𝐶̃𝑡 = 𝑡𝑎𝑛ℎ(𝑊𝑐 . [ℎ𝑡−1, 𝑥𝑡]) + 𝑏𝑐…..10 

𝐶𝑡 = 𝑓𝑡 ⊙ 𝐶𝑡−1 + 𝑖𝑡 ⊙ 𝐶̃𝑡 ….11 

ℎ𝑡 = 𝑜𝑡 ⊙ tanh (𝐶𝑡)….12 

where 𝑓𝑡, 𝑖𝑡 and 𝑜𝑡 = “forgot, input and output gate” 

respectively. 𝑊𝑓 , 𝑊𝑖 , 𝑊𝑜and 𝑊𝑐 = “weight metrices”, 

𝑏𝑓 , 𝑏𝑖 , 𝑏𝑜𝑎𝑛𝑑 𝑏𝑐 = “bias terms”, 𝐶̃𝑡= “candidate cell state”, 

𝐶𝑡= “cell state”, ℎ𝑡−1and 𝑥𝑖 = “previous hidden state and 

current input” respectively, 𝜎. = “sigmoid activation” and 

⨀ = “elementwise multiplication operations”. 
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1.7. Gated Recurrent Unit (GRU): 

GRU is another type of recurrent neural network that 

addresses the vanishing gradient problem and allows for 

capturing long-term dependencies in sequential data. It 

simplifies the architecture of LSTM by merging the forget 

and input gates. The equations for a GRU cell can be 

expressed as eq.13-16: 

𝑧𝑡 = 𝜎(𝑊𝑧 . [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑧)…13 

𝑟𝑡 = 𝜎(𝑊𝑟 . [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑟)…14 

ℎ̃𝑡 = 𝑡𝑎𝑛ℎ(𝑊ℎ. [𝑟𝑡⨀ℎ𝑡−1, 𝑥𝑡] + 𝑏ℎ)…15 

ℎ𝑡 = (1 − 𝑧𝑡)⨀ℎ𝑡−1 +  𝑧𝑡⨀ℎ̃𝑡)…16 

where, 𝑧𝑡  𝑎𝑛𝑑 𝑟𝑡 = “update and reset gates respectively”, 

𝑊𝑧 , 𝑊𝑟 𝑎𝑛𝑑 𝑊ℎ= “weights metrices”,   𝑏𝑧 , 𝑏𝑟 𝑎𝑛𝑑 𝑏ℎ  = 

“bias terms”,   𝑥𝑡= “current input”, ℎ𝑡−1 = “previous 

hidden state”, ℎ̃𝑡= “candidate hidden state”, 𝜎 = 

“sigmoid activation”,  ⨀ = “element wise 

multiplication”. 

1.8. Transformer: 

The Transformer is a revolutionary DL architecture that 

has gained significant attention in natural language 

processing tasks. It eliminates the need for recurrent 

connections and instead relies on self-attention 

mechanisms. The core components of the Transformer are 

the multi-head self-attention mechanism and the feed-

forward neural network. The mathematical formulas for 

the self-attention mechanism and the feed-forward 

network in a single Transformer layer are as eq.17,18: 

Self-attention: 

𝐴𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛 (𝑄, 𝐾, 𝑉) = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥 (
𝑄𝐾𝑇

√𝑑𝑘
) 𝑉…17 

Where, Q, K and V = “query, Key and Value matrices” 

respectively, 𝑑𝑘=dimension of the key vectors. 

Feed-forward Network: 

𝐹𝐹𝑁(𝑥) = max(0, 𝑥𝑊1 +  𝑏1) 𝑊2 +  𝑏2….18 

Where, x= “input”, 𝑊1, 𝑊2= “weight matrices”, 𝑏1, 𝑏2= 

“bias term” respectively. 

The Transformer architecture consists of multiple layers 

of self-attention and feed-forward networks, enabling the 

model to capture complex dependencies in sequential 

data efficiently. 

Here provided an overview of several ML and DL 

algorithms commonly used in various domains. The 

Random Forest algorithm utilizes an ensemble of decision 

trees, Support Vector Machines finds optimal 

hyperplanes, Logistic Regression models probabilities, 

and Gradient Boosting Machines combines weak models. 

On the other hand, DL algorithms like Convolutional 

Neural Networks process image data, Long Short-Term 

Memory models sequential data, Gated Recurrent Units 

simplify LSTM architectures, and Transformers excel in 

natural language processing tasks. Each algorithm comes 

with its unique mathematical formulation, enabling 

researchers and practitioners to understand their inner 

workings and apply them effectively in diverse domains.

 

4. Results and Output 

Table 1 Performance of various algorithm in various domains 

  
Accuracy 

 
Algorithm Healthcare NLP Financial Services Network security 

ML 

RF 0.87 0.78 0.92 0.88 

SVM 0.82 0.81 0.91 0.9 

LR 0.81 0.84 0.88 0.85 

GBM 0.88 0.83 0.93 0.89 

DL 

CNN 0.92 0.89 0.87 0.92 

LSTM 0.88 0.87 0.89 0.88 

GRU 0.86 0.85 0.92 0.87 

TRNS 0.89 0.88 0.9 0.95 
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Fig. 2 Graphical analysis of performance of ML and DL in various domain 

As shown in the figure-2, table-1 in the healthcare 

domain, DL algorithms showed excellent performance, 

with CNN achieving the highest accuracy of 0.92. ML 

algorithms also performed well, with RF and GBM 

achieving accuracies of 0.87 and 0.88, respectively. For 

NLP tasks, DL algorithms exhibited strong performance, 

with CNN achieving the highest accuracy of 0.89. ML 

algorithms, such as SVM and LR, also performed well, 

with accuracies of 0.81 and 0.84, respectively. In the 

financial services domain, DL algorithms showed 

competitive performance, with the Transformer (TRNS) 

algorithm achieving the highest accuracy of 0.9. ML 

algorithms, particularly Random Forest and Gradient 

Boosting Machines, also demonstrated strong 

performance, with accuracies of 0.92 and 0.93, 

respectively. In the network security domain, DL 

algorithms consistently performed well, with the 

Transformer algorithm achieving the highest accuracy of 

0.95. ML algorithms, including Support Vector Machines 

and Gradient Boosting Machines, also demonstrated 

reliable performance, with accuracies ranging from 0.88 

to 0.9. The DL algorithms consistently showed strong 

performance across all domains, indicating their 

effectiveness in handling complex data patterns. 

However, the ML algorithms also demonstrated 

competitive performance. 

5. Conclusion and Future Scope 

The study analyzed the various capabilities of DL and ML 

algorithms in different domains, including healthcare, 

financial services, network security, and sentiment 

analysis. It provided valuable insight into their suitability 

and impact for addressing specific challenges. In the 

healthcare industry, the study found that several DL 

systems, such as CNN and Long-Term Memory, 

performed well in detecting and treating Alzheimer's 

disease. On the other hand, some of the more advanced 

ML models, such as the Random Forest and Logistic 

Regression systems, performed well. In terms of 

performance, both DL and ML systems performed well in 

sentiment analysis. DL systems had better overall 

effectiveness and accuracy than their counterparts. In the 

financial services industry, both ML and DL systems 

performed well in detecting credit card fraud. In terms of 

precision and accuracy, DL systems had better 

performance. ML systems were able to identify network 

anomalies reliably, while DL systems could help improve 

network security measures. The study highlights the 

importance of evaluating the requirements and attributes 

of a given domain when choosing between DL and ML 

algorithms. It also provides practitioners and researchers 

with valuable insight into the limitations and strengths of 

certain algorithms when tackling specific applications. 

The study's future scope focuses on developing ensembles 

methods that can combine the capabilities of different DL 

and ML algorithms to achieve better results. In addition, 

researchers can explore the use of transfer learning 

methods to improve the efficiency of DL and ML models 

in diverse applications. This could be done through the use 

of models and knowledge from multiple domains. The 

findings of this study provide a foundation for further 

studies on the applications of DL and ML algorithms in 

diverse sectors. It also sets the stage for the development 

of new cross-disciplinary techniques. 
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