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Abstract: The utilization of data has created a massive data tsunami that has affected almost every sector of the economy. The information 

wave has been amplified by a very significant amount as a direct result of the growing number of man-machine and machine-based digital 

data handling tools. There has been a significant rise in the number of digital applications in the agricultural industry. These applications 

are designed to provide improved services to both producers and consumers. The process of crop cultivation is carried out regularly in 

order to evaluate the various natural factors that affect the development and maintenance of a soil. Although soil has nutrients that are 

needed for proper cultivation the nutrient levels in the soil are decreasing due to the use of more fertilizer. This issue then led to the 

reduction of crop production. However, the uncertainty regarding the multiple factors that affect the soil’s character can lead to poor 

decision-making. The ability of agronomists and farmers make informed decision is dependent on the accurate climate and soil data. The 

concept of precision agriculture is connected to the supervision of the production of crops. DSS is responsible for the collection, 

organization and evaluation of a wide variety of data types using a variety of mathematical models. various type of crops and environmental 

data that are collected through sensors in order to improve the decision support system used in agricultural production. To increase the crop 

yield, an integrated decision support system (DSS) is proposed that takes into account the various components like soil nutrient value, crop 

details, fertilizer ratio used to predict the ideal crop, fertilizer and rainfall for a region. 

Keywords: DSS, soil nutrient, fertilizer, Machine learning, precision farming. 

1. Introduction 

Agriculture is the primary source of gross domestic 

product and food supply. In India Agricultural sector 

provides 20.4% of annual GDP in 2022 . It provides food, 

jobs and fuel for millions of people. According to the UN, 

“the global food demand should grow to 70% by 2050 to 

meet the needs of the world's population. Despite the 

world's current food production, over 500 million people 

are still malnourished and over 821 million are going 

hungry”. This rise in population is seen as a barrier to 

achieving the Sustainable Development Goals, which 

have been set out to improve the world's living conditions. 

It is also possible that the world's water requirements will 

be difficult to fulfil by the year 2030. Due to the increasing 

demand for food, farmers are required to increase their 

production and use more sustainable methods. 

Due to the unpredictable weather, improper balanced used 

of fertilizers, miscalculation of crops, and the increasing 

demand for food, agricultural industries are looking into 

using artificial intelligence (AI) to improve the efficiency 

of their operations. This technology can help them get 

more out of their harvest. The emergence of the Internet 

of Things (IoT) and the industrial revolution 4.0 have 

allowed for the development of new technologies and 

innovations. These can help improve the efficiency and 

production of agriculture[1][2].  

Through the use of prediction technologies and 

environmental measurements, smart farming[3] can help 

farmers improve their operations and reduce their natural 

resources usage. This technology can also help them 

achieve greater productivity and improve their bottom 

line. 

The paper presents a framework that uses machine 

learning and analytics to help farmers identify the ideal 

seed varieties and allocate the appropriate farmland for 

their crops. It also proposes that agri-business 

organizations adopt this framework to create value by 

providing a decision-support tool. The paper's main 

contribution is the development of a decision-support tool 

that combines the capabilities of analytics and machine 

learning. This tool can help farmers improve their 

efficiency and increase their profitability. By adopting this 

framework, agri-business organizations can position 

themselves as the innovators in their industry. 
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• The paper's main contribution is the development of 

a decision-support tool that combines the 

capabilities of analytics and machine learning. This 

tool can help farmers improve their efficiency and 

increase their profitability. 

• This paper is regarded as one of the first publications 

in the field of data science that proposes a data-

driven method for crop yield prediction. It includes 

the segmentation of fertilizer type, crop type, and 

rainfall prediction. 

The goal of the paper is to create a decision-support tool 

that combines the capabilities of analytics and machine 

learning. It can help farmers identify the ideal seed 

varieties and allocate the appropriate farmland for their 

crops. To start the process of creating this tool, the authors 

have developed a pilot desktop application that allows a 

farmer to perform all of the analytics mentioned in the 

paper. 

1.1 smart and precision farming 

A smart agriculture concept as depicted in fig.1 is a 

method that allows farmers to manage the variable aspects 

of their operations, such as water management, fertilizer 

production, and production. Modern farming uses various 

sensors, such as wind, rain, temperature, pH, and 

moisture. Machine learning is being used in farming to 

develop new and more effective ways of doing business. 

Although the technology is still in its early stages, it is 

widely expected that it will eventually provide a 

significant advantage to the farming industry. One of the 

most prominent applications of this type of technology is 

precision agriculture[4]. 

In addition to helping farmers improve their farming 

abilities, artificial intelligence is also being used to guide 

them to achieve better quality and larger yields. This type 

of technology is being used in smart agriculture, which 

aims to reduce the workloads of farmers while increasing 

their farm output. Some of the modern technologies being 

used in this field include drones, sensors, and unmanned 

aircraft systems[5], [6]. The concept of precision 

agriculture and smart agriculture is being widely used in 

the farming industry to improve the efficiency and 

effectiveness of their operations. Through the use of 

various technologies, such as the internet of things and 

information technology, farmers can collect data from 

their surroundings to improve their farm operations.

 

Fig. 1 Precision farming 

The use of precision agriculture and the internet of things 

is being widely used in the farming industry to improve 

the efficiency and effectiveness of their operations. 

Through the use of various technologies, such as the 

internet of things and information technology, farmers can 

collect data from their surroundings to improve their farm 

operations[7]. 

In addition to collecting data about the environment, such 

as temperature and moisture, sensors also collect other 

information such as sunlight levels and foliage. This type 

of technology is commonly referred to as smart 
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agriculture, which is built on the combination of data 

collection, digital automation, and decision-making. Data 

analysis and data processing are two of the most common 

functions of a sensor network. In smart agriculture, the 

environment is a vital part of the system. Through the use 

of meteorological data, which is a major factor in the 

forecasting of climate diseases, farmers can monitor the 

development of infections in their fields. 

The use of data collected for crop protection can help 

increase the yield and reduce the environmental impact of 

the operations. Unfortunately, human error can prevent 

them from properly processing the data. To make the most 

of the data collected, it is important that the users can use 

the necessary tools and techniques to improve their 

decision-making [8]. One of the most critical factors that 

a farmer must consider when it comes to analyzing and 

using big data is the ability to identify patterns. The ability 

to collect data about the environment is a new input that 

can improve the efficiency of the farming industry. This 

is because it allows farmers to make informed decisions 

and improve their farm operations.  

1.2 Need for precision farming 

Agriculture is regarded as one of India's most important 

industries and makes a sizeable contribution to the overall 

gross domestic product of the nation (GDP). It is 

responsible for 16% of the country's GDP as well as 10% 

of the country's total exports. Agriculture has some kind 

of direct or indirect influence on the lives of 

approximately 75 percent of the country's population. 

Tomatoes are grown on more than 350,000 hectares of 

land in India, which is one of the largest producers of this 

plant and is considered to be one of the largest producers 

in the world. 

India is the world's second-largest producer of potatoes 

after China, with an annual output of 48.60 million tonnes. 

China is the world's largest producer of potatoes. In 

addition to this, it is the sixth largest apple producer in the 

world, with an annual output of approximately 2311.0 

million tonnes of apples produced. Additionally, it is the 

world's second-largest producer of rice, with an annual 

output of approximately 116.42 million tonnes of rice, 

making it the second-largest producer of rice after China. 

In India, diseases are known to waste over 15% of the 

country's crops. This contributes to the country's 

economic downfall and increases its greenhouse gas 

emissions. Agriculture accounts for over 10% of Europe's 

water use and 44% of its greenhouse gas emissions. 

Pesticides are commonly used to increase fruit crop 

production, which can have detrimental effects on the 

environment [9], [10]. 

Almost 80% of the human diet is composed of plants. This 

means that there is a growing interest in developing new 

ways to reduce the water consumption of plants, as well 

as optimizing the use of pesticides to protect the 

environment. As a result, agriculture is constantly looking 

for new ways to increase its crop yields. Unfortunately, 

due to the various factors that affect its operations, such 

as weather patterns and population growth, it is difficult 

to expand its production. 

Artificial intelligence is being widely seen as a game-

changer in the field of agriculture, and this is why it is 

important that the technology is used to automate the 

decision-making process in order to improve the 

efficiency of the farming industry[3], [11]. This process 

can be done through the use of various methods such as 

deep learning and machine learning. In order to identify 

and monitor crop yield, these technologies can be used to 

improve the accuracy of the decisions that are made in the 

field. One of the most beneficial factors that can be 

considered when it comes to implementing computerized 

apprehensions is the ability to produce fast and exact 

results. This technology can also help reduce the time and 

labor costs associated with the production of crops. 

1.3 Adverse effect of chemical  

The purpose of the green revolution was to boost the 

productivity of cereal crops by introducing new, high-

yielding varieties of plants and increasing the amount of 

water that was used for irrigation. In order to ensure that 

the yield gap in cultivated crops can be closed, proper 

management of the soil's nutrients is also essential. 

Utilizing synthetic fertilizers is one of the most efficient 

approaches to enhancing the nutrient content of soil.. The 

importance of maintaining a food surplus and enhancing 

crop productivity has been acknowledged in the past. 

However, excessive application of pesticides and 

fertilizers in certain regions has raised concerns about 

their environmental sustainability. 

The continuous application of chemical fertilizers has 

negative effects on the environment and people's health. 

This is because reactive nitrogen, which is a volatile 

element, can disperse through water and air. In addition to 

this, other problems such as runoffs and nitrate leaching 

can also cause environmental degradation[12]. 

Besides harmful effects on the environment, excessive 

application of nitrogen fertilizers has also been linked to 

groundwater contamination. Several studies have shown 

that the application of nitrogen can cause various 

economic and environmental issues. One of the most 

critical factors that can affect the sustainability of a 

country's agricultural systems is the use of proper and 

balanced input. Unfortunately, the excessive use of 

chemical fertilizers has raised concerns about the 

environment. Fig.2 shows the distribution of NPK levels 

in India.
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Fig. 2 NPK status in India 

Excess fertilizer particles can travel from croplands to 

bodies of water, which can result in pollution. Continued 

intensive cultivation can also lead to soil degradation as 

the nutrients are not being properly utilized. 

When soils are depleted of nutrients, the reduction in crop 

yields can be severe. This is why it is important that the 

application of chemical fertilizers is carried out in a 

balanced manner. Injudicious use of chemical fertilizers 

can also lead to environmental degradation. The optimal 

use of chemical fertilizers and the application of organic 

manure can help improve soil health. According to the 

latest data available, the India's chemical fertilizer 

consumption during 2017-2018, 2018-19, and 2020-21 

was at 54.38, 56.21, 59.88, and 33.85 million tons, 

respectively and it holds 2nd position globally for using 

fertilizers as shown in fig.2. Some of the major fertilizers 

that were used during these years include Urea, DAP, 

MOP, Complexes, and Single Super Phosphate. 

 

Fig. 3 Global ranking of using fertilizers (src- Statista) 

2. Related Works  

The use of  fertilizers is influenced by various factors such 

as the type of crop that's being cultivated, the soil type, 

and the weather conditions. Besides these, other factors 

such as the farmers' ability to purchase and irrigation are 

also taken into account to determine the optimal use of 

these chemicals. The Department of Agriculture and 

farmers Welfare regularly carry out assessments to 

determine the chemical fertilizers required for the various 

crops in the country. These assessments are carried out 

based on the requirements of the different nutrients, such 

as nitrogen, potassium, and phosphate.  

The failure to identify the appropriate crop identification 

and nutrient parameters can affect the yield of a plant. This 

issue can lead to various long-term issues such as global 

warming and famine. According to studies, implementing 

more pragmatic farming techniques using scientific 

methods can help improve the efficiency and reduce 

environmental damage. In a study conducted by Tawseef 

Ayoub Shaikh et al.[13] they discussed the various 

advantages of using ML in farming. They noted that it can 

help identify the diseases in plants, improve crop yield, 

and control pesticides. In a study conducted by Kaushik 

Bora[14], he analyzed the relationship between the 

application of chemical fertilizers and environmental 

sustainability. He found that there is a wide range of 

variations in the fertilizer application across India. The 

spatial patterns of the different districts revealed that there 

are both deficit and excessive fertilizer applications. In the 

Indo-Gangetic plains, many districts have excessive 

amounts of fertilizer. The results of the assessment 

revealed that there is a surplus of nitrogen. This issue can 

be addressed through the implementation of policies 

aimed at nutrient balance in the soil. A study conducted 

by Savvas Dimitriadis et al.[8] focused on precision 

agriculture, which is a method that focuses on plant-

driven management. Through the use of a decision 
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support system that can learn about a field's conditions, it 

can provide treatments such as irrigation, fertilizer, and 

pesticides in real time. Machine learning techniques can 

be used to extract new knowledge from the existing data 

in order to improve the efficiency of the natural resource 

management process. The method is based on an iterative 

and inductive process, which involves examining the 

patterns and associations that have emerged during the 

discovery stage.  

In a study conducted by Loris Francesco Termite et al.[15] 

they developed a machine learning framework that can 

describe the temporal behavior of moisture in soil. Two 

different models were used to train the system. The Soil 

Water Index is a representation of the moisture content of 

the soil. It is derived from satellite observations and, in 

addition to being input, has the last known value. This 

variable can be used in the scheduling of irrigation. It is a 

vital part of decision support systems that help manage the 

use of water resources.  

Anat Goldstein et al.[16] used a combination of 

classification and regression techniques to develop 

models that can predict the weekly irrigation plan. They 

were able to achieve this by using eight different 

variables. After comparing the two models, it was 

revealed that the Gradient Boosted Regression Trees 

performed the best. The Boosted Tree Classification 

model performed well with a 95% accuracy.  

E. Esakki Vigneswaran et al.[17] conducted a study on the 

use of a machine learning algorithm to analyze the soil 

quality by measuring the amount of nutrients, Urea, 

potassium, magnesium, and pH. It was able to provide 

farmers with a better understanding of the potential yield 

of their crops. The study also analyzed the datasets and 

collected samples to predict the optimal crop for their 

agricultural operations. The researchers were able to 

create a suitable crop rotation sequence by estimating the 

nutrients available in the soil during the different 

trimesters.  

In a study conducted by Chunying Zeng et al.[18] they 

discussed the various features of the expert database and 

how they can be used to design a system. The database 

can be used to display tree lists and other agricultural data. 

The researchers additionally found the map path using the 

loading function and easily uploaded the data. The 

researchers moved the data collected from the platform to 

other cities and provinces in order to increase its 

scalability. They also used a grey decision-making system 

and a pair of prediction models to predict the future 

agricultural indicators.  

A study conducted by Brahim Jabir et al.[19] utilized a 

deep learning framework to identify weeds and then apply 

a herbicide-free method to the environment. Through this 

method, they were able to reduce the use of large-scale 

chemicals and preserve the environment. A smart system 

that was proposed using object detection models was able 

to identify and classify various objects in a wheat crop 

area in real time. It was also able to provide decision 

support by selecting a suitable herbicide based on the 

detected weed.  

In a study conducted by Rubby Aworka et al.[20] they 

proposed three crop prediction models that are: the Crop 

Random Forest, the Crop Gradient Boosting Machine, and 

the Crop Support Vector Machine. They were able to 

combine the data from various sources to develop a 

decision system that can predict the crop yield in 14 East 

African countries. Unfortunately, the lack of reliable 

agricultural data in Africa has hindered the development 

of effective decision systems.  

In a study conducted by Nesrine Kalboussi et al.[21] they 

proposed a decision support tool that can help agricultural 

producers make informed decisions regarding the use of 

water reclamation. The tool can also help them interpret 

the Life Cycle Assessment results.The study also 

highlighted the need for further research regarding the 

various applications of DL models in agriculture. The 

researchers noted that the models' performance can be 

improved by implementing new methods, such as 

focusing mechanisms and single-stage detection models.  

Khadijeh Alibabaei et al.[22] discussed about the novelty 

of DL models' applications and the various challenges 

they face in agriculture are some of the factors that need 

to be studied further. The use of new methods, such as 

focus mechanisms and single-stage detection models, can 

help improve the models' performance.  

A deep learning system was proposed by Shahbaz Khan 

et al.[23] to identify crops and weeds in croplands. It was 

evaluated and implemented using high-resolution UAV 

images taken over two target fields: strawberry and pea. 

The system was able to identify the weeds with an 

accuracy of 95.3%, while the overall accuracy of the 

system was 94.73%. The developed system exhibited an 

average kappa coefficient of 0.89. It was able to 

outperform the existing DL and ML approaches in terms 

of performance. It can be used as a precision sprayer for 

implementing the SSWM strategy.  

A framework that combines clustering, machine learning, 

and simulation to help farmers make critical decisions has 

been developed by a team led by Durai Sundaramoorthi et 

al.[24]. This approach utilizes a data-driven simulation to 

estimate the optimal parameters needed to perform 

portfolio optimization. According to the analysis 

performed by the researchers, the system could help an 

average farmer earn up to $177,369 annually by analyzing 

and implementing it. In addition, they noted that there are 
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various challenges that need to be addressed before deep 

learning can be widely used in agriculture.   

The findings suggest that by utilizing recent developments 

in the field of machine learning, it will be possible to 

improve model performance in terms of accuracy while 

simultaneously reducing the amount of time required for 

inference. Additionally, this will make the models more 

applicable to applications in the real world. This motivates 

to design an integrated DSS which analyze and 

recommends types of crops based on soil nutrient, 

fertilizers recommendation as well as predict the rainfall 

at a glance. 

3. System design and deployment  

 

The concept of soil fertility refers to the ability of a soil to 

provide nutrients to crops. When the nutrients are 

balanced, the higher the yield, but when the nutrients are 

not present in sufficient quantities, the crop yield is 

reduced. Most farmers are not aware of the harmful effects 

of over-fertilization on the environment when it comes to 

the application of nutrients such as nitrogen, phosphorus, 

and potassium. This issue has been identified as one of the 

main reasons why the country is experiencing severe 

environmental pollution. The surface runoff from an 

agroecological system can contaminate water sources and 

contribute to the pollution of air and soil. In addition, 

improper use of fertilizers and energy can affect the 

environment. To minimize the effects of environmental 

pollution, agriculture should use the necessary resources 

efficiently and carefully. A decision support system is an 

information system that helps a business make informed 

decisions by analyzing and resolving various issues 

related to its operations. It can also help the agro-based 

organization and farmers make better decisions for better 

crop yield. This type of system is either human-powered 

or automated. It can collect and analyze vast amounts of 

data to help solve business problems. 

3.1. Designing of sensory architecture 

The prototype uses an embedded microcontroller known 

as the ESP32, which is based on the Xtensa platform. Its 

robust and versatile design enables it to be used in a 

variety of power scenarios. It also features a single 2.4 

GHz Bluetooth chip and a built-in Wi-Fi connection. The 

sensor, which is called the NPK, is designed to measure 

the level of nutrients in the soil. This sensor can be used 

without the need for chemical reagents, which makes it 

ideal for monitoring various fields such as agriculture. 

Soil temperature, soil pH value, environment temperature 

and humidity sensors are integrated and programmed to 

match the data collected by the device.

  

 

Fig. 4 Prototype - sensor architecture 

The prototype can be placed in the soil to improve its 

accuracy by digging a pit measuring 30 and 15 

centimeters deep. Its robust and waterproof design helps 

keep track of the data collected continuously for several 

days. It can also help determine the appropriate fertilizer 

quantities for different crops. Data collected from sensor 

is transfer to computer via cloud. Further data is used in 

making proper decision 

3.2.  Design of DSS 

Decision support systems (DSS) have significantly 

evolved since their early development during the 1970s. 

They have taken on a broader or narrower definition over 

the years, with different systems now being created to help 

decisionmakers with specific kinds of problems. One of 

the first definitions of these systems was provided by 

Morton and Keen. They were designed to help improve 

the quality of decisions by collecting resources and 

focusing on semi-structured problems[25], [26]. A 

decision support system is a type of human-computer 

system that collects, processes, and presents information 

based on computer models. Decision support system is 

primarily designed to improve the quality of decisions by 

collecting and presenting information based on computer 

models. It can be divided into four main subsystems: the 

Data Management, the Model Management, the User 

Interface, and the Knowledge-based. The Data 

Management component manages the data that will be 
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used to make decisions. The Model component is 

composed of various models that help decision-makers 

make effective decisions. The Knowledge-based is the 

system's hearth, where the solution-making process takes 

place. The User Interface allows users to interact with the 

system and obtain information[27]. 

Due to the increasing number of issues related to climate 

change and the need to improve the quality of agricultural 

production, the development of decision support systems 

has been regarded as an essential tool for the agriculture 

industry. These systems can help farmers face these 

challenges and implement effective strategies to increase 

their production. The increasing number of applications of 

decision support systems has been attributed to the 

technological advancements that have occurred over the 

past decade. These include the emergence of new 

technologies such as Artificial Intelligence and Machine 

Learning[28].

 

 

Fig. 5 Prototype - Decision Support System 

A decision support system for agriculture is composed of 

various components that gather, organize, interpret, and 

analyze information related to a crop. These systems can 

help farmers make informed decisions and implement 

effective strategies to increase their production. For 

instance, they can provide them with the necessary 

information to schedule effective treatments and improve 

the efficiency of their operations. 

Designing a decision support system can be challenging 

due to the complexity of the data collected and analyzed. 

This is because it involves the involvement of various 

disciplines, such as mathematics, statistics, and crop 

hardware and software. For instance, it's important to 

understand how different factors affect crop yield.  

Although there is currently no single agricultural decision 

support system that has been adopted globally, several 

have been developed over the years for different types of 

farming practices. These systems were designed to help 

farmers improve their crop management and irrigation 

practices. 

4. Methodology  

The following sections describe the various steps involved 

in the study, which was carried out using a data mining 

process. The process included the definition of the data 

set, extraction-transformation-loading, the application of 

ML algorithms, the evaluation of the trained models and 

designing of DSS. Fig.5 shows the steps involved in 

design
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Fig. 6 Steps involved in making DSS with ML 

4.1. Data sources  

Data are collected from various sensors like NPK, soil 

temperature and pH values. For training 3 various dataset 

(www.kaggle.com) are used and for testing sensory data 

used to analyze and recommend the requirement. 

4.2. Machine Leaning Classifiers  

Machine learning (ML) is a field of study that focuses on 

the design and construction of computer programs that can 

improve their performance after experiencing certain 

types of conditions. One of the main goals of this 

discipline is to develop algorithms that can learn from 

data. These algorithms usually utilize a set of observations 

known as a training-set. Machine learning algorithms are 

designed to perform various tasks, such as analyzing the 

relationships between multiple independent variables and 

dependent variables. They can also classify an observation 

into one of a set of classes or clusters, clustering, or 

association rule learning.  

“Pycharm” is used for the development of models and 

data analysis on the Python platform; “pyQt” is used to 

design Decision Support System interface. It is a python-

based machine learning framework that can be used for 

the creation and deployment of applications and services. 

Its libraries for data manipulation and transformation, as 

well as its multiple ML toolkits, are designed to help 

create and evaluate models.  

 In this study, Decision Tree, Naïve Bayes and Logistic 

Regression are used to analyze the result and recommend 

accordingly. The models were presented in the following 

sections. 

4.2.1. Decision Tree classifier - The use of a decision 

tree is a supervised learning technique that is commonly 

used for analyzing classification and regression problems. 

It is a structure that consists of a set of nodes that represent 

the features of a given dataset. Each leaf node represents 

the outcome of the problem. The two nodes in a decision 

tree are known as the Decision Node and the Leaf Node. 

The former is used to make decisions and has multiple 

branches, while the latter is output of those decisions. A 

decision tree is a representation of the various possible 

solutions to a given problem or issue based on the features 

of the given dataset. It can also perform tests based on the 

given conditions. A decision tree is typically described as 

a tree-like structure that starts with the root node and 

grows to various branches. To build one, we use the 

classification and regression algorithm known as the 

CART algorithm. 

4.2.2. Naïve Bayes classifier – Naive Bayes is a 

supervised learning method that is based on the Bayes 

theorem and focuses on the hypothesis that a particular 

feature class can be missing or present without any other 

classes. Naive Bayes is an example of the Bayesian 

inference method. This class is not connected in any way 

to the other characteristics. The Naive Bayes model takes 

into account the many different theoretical facets that are 

involved in the process. For example, the target 

characteristic Y is the kind of variable that can be 

forecasted based on the values that come before it in the 

list: x1, x2,..... When taking into account the K different 

alternative values, another characteristic of Y can assume 

the value of the expected feature. For example, the 

variable Xi is considered to be an independent variable or 

feature, whereas the variable Y that it is related with is 

considered to be a dependent variable. 

4.2.3. Logistic Regression classifier - The output of a 

variable that is dependent on a certain categorical value 

can be predicted by using the logistic regression method. 

This is the approach's purpose. In order to carry out this 

strategy, one must take into account a number of different 

independent factors. Either a discrete value or a 

categorical value must be used for this value. The 

approach, rather than revealing the precise value, reveals 

the probability values, which range from 0 to 1. The 

logistic function is used to make predictions about the 

chance of a variable being right. Because it can make 

dependable and accurate forecasts, this strategy has 

gained a lot of popularity in recent years. It is also capable 

of categorizing data based on the many forms of data. 

 

5. Results and Discussion  

The process of data preparation, also known as data 

preprocessing, involves performing various steps on raw 

data to prepare it for other data processing operations. 

This has been an important step in the process of mining 

data. Recently, techniques related to data preprocessing 

have been used in the development of AI models and 

training machine learning models. Preprocessing is a 

process that takes data from various sources and formats 

and makes it easier to process in data mining, machine 

learning, and other data science tasks. It is typically 

http://www.kaggle.com/
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performed at the earliest stages of the development of AI 

and machine learning projects. The various steps involved 

in data preparation include selecting a representative 

subset of the data, transforming the data, denoising it, and 

creating a single input. Others include imputation, which 

produces relevant data for missing values, normalization, 

and feature extraction. Fig. 7 and fig.8 shows the interface 

of DSS. DSS provides the flexibility of selecting various 

dataset of various category which makes it more flexible 

and robust in nature. After proper pre-processing of data 

the best classifier helps to recommend the fertilizer and 

crop to user and also helps in predicting rainfall.  

 

5.1. Screenshot- Prototype DSS 

 

Fig. 7 screenshot - Prototype DSS 

 

Fig. 8 screenshot - Prototype DSS 

The paper discussed the importance of accurate crop and 

environmental data to be incorporated into the 

Agricultural DSS. It also highlighted the need for decision 

support frameworks and inputs that can help facilitate the 

decision-making process. The paper showed the various 

types of sensors that can be used for data acquisition. The 
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first step in the process of implementing a decision 

support system is the acquisition of data. This process 

involves selecting the appropriate tools and methods for 

data acquisition. Even though there are numerous sensors 

and systems that can be used for data acquisition, the 

accuracy of the system's decision-making is still affected 

by the selection of the right data acquisition techniques. 

5.2. ML classifier Evaluation 

 

a. Accuracy - The accuracy of a prediction is a 

percentage that is calculated by taking into account 

all the correct predictions made by the test 

participants. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝐶𝑜𝑟𝑟𝑒𝑐𝑡 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛

𝑇𝑜𝑡𝑎𝑙 𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛
 

 

b. Precision- The precision is measured by the fraction 

of its relevant examples that were predicted to be in 

a given class. 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝐹𝑎𝑙𝑠𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒
 

 

 

c. Recall- A recall is a fraction of the examples that 

were predicted to be in a given class. It refers to the 

number of examples that are truly representative of 

the class. 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑡𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑡𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝑓𝑎𝑙𝑠𝑒 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒
 

 

d. F1-score- The F1 score is calculated as the harmonic 

mean of both the recall and the precision categories. 

𝐹1 − 𝑠𝑐𝑜𝑟𝑒 = 2 ∗  
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
 

 

e. MAE- The mean square error is a statistical measure 

that shows the difference between the predicted and 

the actual output. It is commonly used to evaluate 

whether a prediction was too high or too low. 

 
 

f. Standard Deviation- A standard deviation is a 

number that shows how many values are close to the 

average. Low standard deviations mean that most of 

the numbers are within the range of the average. On 

the other hand, a high standard deviation values the 

values over a wider area.

 

 

 

Fig. 9 Fertilizer Recommendation 
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Fig. 10 Crop recommendation 

 

Fig. 11 Rainfall prediction 

6. Conclusion 

The agriculture industry is a major contributor to the 

development of developing countries. It is very 

challenging to extract the necessary knowledge from large 

amounts of data. When it comes to the cultivation the 

nutrients needed for fertilization are balanced. 

Unfortunately, over-fertilization can lead to inaccurate 

data and environmental issues. Soils become less 

competent to handle the nutrients needed for the crop 

yield. It is very important that specialists are able to use 

tools to calculate the appropriate rates of macronutrients 

for their crops. This study shows how a system can help 

them do so. This is why it is important that the techniques 

used in data mining are designed to improve the efficiency 

of the agricultural sector. Predicting the amount of harvest 

that a crop will produce is one of the most difficult 

challenges that farmers face. They are able to increase the 

effectiveness of their operations by employing data 

mining strategies. The purpose of this research is to 

construct a decision support system that, by making use of 

historical data, will give farmers the ability to forecast 

both the amount of crop yield and the amount of rainfall. 

The purpose of this paper is to provide a comparison of 

various machine learning and data mining techniques in 

the hopes of achieving the highest possible level of 

accuracy.. 
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