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Abstract: This paper has aimed to design and implements a deep learning algorithm for identifying and detecting Waldenstrom 

Macroglobulinemia (WM) cancer. It affects the blood cells and causes various health problems in the human body. Several earlier 

research works have proposed clinical methods which can only be understood by medical experts and can not understand by non-medical 

candidates belonging to other related fields. Some of the researchers have used medical image processing methods for analyzing blood 

cell images for WM detection, where the accuracy is not satisfactory. This paper proposed a Convolution Neural Network model for 

analyzing and interpreting cell images for identifying and detecting WM cancer. Since the CNN learns the image deeply and extracts 

more features the prediction accuracy is high and it outperforms other methods. It provides F1-Score of 93.1% in WM prediction in 

detecting WM cancers from cell images. 
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1. Introduction 

IgM-secreting lymphoplasmacytic lymphoma is the 

classification given to the dormant B cell tumor known 

as Waldenström macroglobulinemia (WM) (RG. Owen 

et al. (2003)). While approximately 20% of individuals 

may have the extramedullary disorder, the condition is 

mainly described by lymphoplasmacytic cell (LPC) 

penetration of the bone marrow (BM) (S.P. Treon, 

(2009)). It is a very rare kind of cancer that starts in 

white blood cells. The bone marrow of someone with 

WM excessively produces defective white blood cells, 

which flood out ideal blood cells. A protein that is 

produced by the defective white blood cells piles up in 

the bloodstream disrupts the flow and leads to problems. 

It is characterized as a specific variety of non-Hodgkin 

lymphoma. Losing weight, exhaustion, fever, headache, 

breathing difficulty, alterations in eyesight, anxiety, 

bleeding via the gums as well as nose, rapid bruises, etc. 

are some of the frequent symptoms of WM.  

 

Fig 1. Extraction of Bone marrow cells 

Patients with WM have migrating WM cells that may be 

detected by cytometry or clonotypic IgM V/D/J 

translocations, and their sickness load is correlated with 

these cells. Men and Caucasians having an average age 

of 60–70 years are more likely to have WM. Research 

has evaluated variations in WM individuals, and two 

possible alterations, notable mutations in the C-X-C 

chemokine receptor type 4 (CXCR4) and/or myeloid 

differentiation main reaction 88 (MYD88), have been 

identified (Z.R. Hunter et al. (2014)). Since MYD88 

L265P is found in IgM MGUS, this somatic mutant may 

represent an initial malignant activity in the pathogenesis 

of WM/LPL which can be seen in Figure1. Unlike WM 

and IgM MGUS, additional IgM-secreting illnesses such 

as spleen peripheral region, nodal peripheral area, 

extranodal peripheral area lymphoma, and IgM-secreting 

numerous myelomas lack or rarely exhibit MYD88 

L265P. The CXCR4 may be a secondary reason for the 

development of WM and their malignant clones. The 

CXCR4 mechanism is not fully understood in the WM 

patterns. However, its mutations are also a reason for the 

development of WM in patients. The CXCR4 is a type of 

G-protein coupled receptor that is the reason for 

lymphopoiesis. It also leads to cell trafficking caused by 

its ligand. The ligand is also called stromal cell-derived 

factor-1. The important pathways like RAS, Akt, and 

NF-KB are all activated using the SDF1/CXCR4. It is 

located in chromosome 2 at its long arm at position 21. It 

also helps to migrate and survive B lymphoid 

malignancies. Treon and his colleagues used Sanger 

sequencing to identify the CXCR4 mutations in 25% of 

the WM patients. In 7% of the people, the CXCR4 
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C1013G mutations are recurrent mutations found. Apart 

from these mutations, other clonal mutations are not 

found in WM patients. It all depends on the mutated 

clone of MYD88. The CXCR4 mutations are seen in 

over 30% of the patients which is found using the qPCR 

by studying their mutations. In a study, over 98 WM 

patients the deep sequencing has helped to find the 

mutations of the CXCR4. It is done by deciphering the 

genomic landscape of CXCR4 from the single 

polymorphism nucleotide array.  

Cell selection 

Bone marrow samples are obtained from various patients 

who have WM. Immuno-magnetic beads are used to 

enrich the samples continued with Ficoll-pague gradient 

centrifugation. The marker combination are used to make 

a multi-parametric flow to detect the sample purity. In 

every case, over 90% of the light-chain isotype-positive 

B cells were detected. 

  

 

Fig 2. Cell selection process in WM patients 

DNA sequencing 

The Qui Amp kit is used to isolate the DNA from the 

cells. MYD88, L265P, CD79A, and CD79B were 

analyzed in the samples collected. PCR is used to 

amplify the C-terminal CXCR4 gene in the gDNA. 

Exons in the CXCR4 gene can be detected through the 

next-generation sequencing. The Ion Torrent PGM 

platform is used to analyze the NGS. The regions of 

interest in the DNA needs to be analyzed for which the 

amplicons that cover the region of interest needs to be 

measured. Mostly they range between 150 to 250 bp. 

The amplicon length of the libraries are maintained at 

200-bp on a 318 chip. The torrent suite variant caller was 

used under the TS4.0 settings to perform the mutation 

calling. The mutated clone is verified variant allele 

frequency which is seen in Figure2. It counts the reads 

that are mapped to a specific position, which covers the 

variant base and also refer to the corresponding allele. It 

is then corrected using the tumor cells in B cell selected 

samples. Cells with more than 20 varants are considered 

positive. The CXCR4 sequence data is obtained through 

the mean depth coverage. Each coverage is done through 

the 2000x per nucleotide. NGS assay made a better 

assessment in calculating the amount of CXCR4 mutant 

allele with 1% sensitivity.  

Gene expression profiling 

It is done by U133A arrays to the WM patients. TRIzol 

method is used to isolate the B-tumoral cells from the 

bone marrow region from which the total RNA is 

isolated. Multi-array Average algorithm is used to 

normalize the Expression data. With small number of 

replicates, the variance modeling can be improved by the 

Bioconductor R package that analyzes the differential 

gene expression. With a P value below 0.05 are 

considered to be expressed differentially. They are 

expressed in heatmap, in which the colors are 

represented as per the standard row values present in the 

input data. The GSEA analysis is done to many gene sets 

present with the C2 collection in MSigDB. The z score 

for the gene sets are calculated using the PGSEA 

package sets and the P value will be adjusted over 

multiple tests. The patterns obtained over multiple tests 

are collected and are fed into various machine learning 

algorithms that analyze the reliability of the patterns 

which is shown in Figure3.  
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Fig 3. Gene profiling in the waldenstrom machlogobulimia 

Machine learning and deep learning algorithms in 

WM Pattern recognition 

Several machine learning algorithms are used in this 

testing. Generally, a standard pattern is fed into the 

machine learning models that learns about the patterns. 

Then these patterns are again compared with the patterns 

obtained and their reliability is checked. Usually for fast 

and efficient predictions classification algorithms are 

used. They classify the patterns into various types of bits 

that are similar to each other. Through this, the 

dimensions of the patterns are reduced. Then, the order 

of the divided patterns are noted. There may be different 

types of patterns however, the composition will be the 

same. The similarity between the patterns is studied by 

the machine learning algorithms and the same is seen in 

the testing samples. For such kind of tasks, usually 

classification algorithms are preferred. To usually 

consume less resources and also provide time efficiency. 

With the evolution of CXCR4 and MYD88, the number 

of patterns is numerous with mutations and these 

mutations amount to different types of DNAs responsible 

for WM. The recognition of WM patterns has become 

difficult through the classification algorithms. It is 

because; they become slow with large amount of data 

and also fail to understand the complexities in the 

patterns. To manage such complexities and to perform 

efficient classification of the WM patterns, deep learning 

algorithms may be considered. Deep learning algorithms 

consists of various layers that holds several information 

which can be helpful in solving the complexities and also 

in providing efficient and accurate classification and 

prediction of WM patterns. The deep learning algorithms 

consists of several layers like convolutional, pooling and 

fully connected layers which will help in classifying the 

WM patterns.    

2. Literature Review 

An detailed overview of molecular biomarkers in WM 

and IgM-MGUS has been proposed by D. Drandi et al. 

(2022). The spectrum of IGM gammopathies includes 

WM, an indolent lymphoplasmacytic lymphoma that can 

range from asymptomatic to symptomatic and is 

distinguished by an excess of immunoglobulin M 

monoclonal protein. Cell-free nucleic acid biomarkers 

are currently being studied as a minimally invasive form 

of patient therapy. This work tries to overcome the 

present drawbacks and also a future guide for application 

in a precision medicine approach. H.Wang et al (2012) 

conducted a case study for analyzing data on WM in the 

United States. For data analysis and analysis of twenty-

year data from the Surveillance, Epidemiology and End 

Results (SEER) programme, the study employed 

SEER*Stat. They claimed that little was known 

regarding the origin and prevalence of WM, a non-

Hodgkin lymphoma (NHL) subtype in the US. The final 

findings revealed a substantial rise in the incidence of 

WM in whites aged 70 to 79 and in 3 geographic registry 

areas over the previous 20 years. However, over time, 
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the overall incidence of WM remained stable. According 

to R. Owen et al. (2003), WM is a rare 

lymphoproliferative illness. The condition, which 

exhibits IgM monoclonal gammopathy and bone marrow 

infiltration, must be viewed as a clinicopathological 

entity and not a clinical syndrome secondary to IgM 

secretion. Monoclonal IgM concentrations in WM might 

vary significantly. A concentration that can reliably 

distinguish WM from monoclonal gammopathy cannot 

be defined. WM can be identified on a bone marrow 

trephine biopsy in the presence of bone marrow 

infiltration, regardless of IgM content. The authors have 

also suggested straightforward criteria to distinguish 

between patients with symptomatic and asymptomatic 

WM. 

S.Treon et al (2012) found in conducting a study on 135 

patients with WM that familial predisposition was an 

important determinant of the outcome after treatment. 

They had first-or second-degree relatives with a B-cell 

lymphoproliferative disorder. They have also 

recommended studies to confirm the observations. 

R.Royer et al (2010) have analyzed large data on a 

mixture of MW patients unaffected relatives, sporadic 

patients, and non-familial patients. The examined clinical 

and environmental factors in a sample of WM families 

using a question in this instance. The information 

revealed that WM development was influenced by both 

genetic and environmental variables. They suggested 

well-planned case-controlled studies to support their 

recommendations. F. Nguyen-Khac et al (2013) a 

cytogenetic study on a series of 174 untreated patients 

with WM to find out the prognostic value which was not 

known in the earlier studies of this type. Also, the 

previous studies reported only a few recurrent 

chromosomal abnormalities. The researchers examined 

the prognostic value of chromosomal abnormalities in an 

international randomized trial. The researchers 

concluded that chromosomal abnormalities in 

conjunction with clinical and biological features could 

help with diagnosis and prognostication. E.Braggio et al. 

(2009) have aimed at characterizing the recurrent 

abnormalities associated with WM pathogenesis. For 

this, they have used an array-based comparative genomic 

hybridization approach. This was done to overcome the 

drawbacks of previous analyses that were historically 

limited in WM. The drawbacks were the difficulty in 

obtaining tumor metaphases and the non-availability of 

molecular consequences of the imbalances. They have 

concluded that the genetic consequences of the stated 

imbalances were elusive and further studies were 

required to clear molecular pathways and refine the 

search for them. In order to identify the early retinal 

abnormalities related to WM, M. Menke et al. (2006) 

assessed patients with WM utilising indirect 

opthalmoscopy with scleral depression, laser Doppler 

retinal blood flow measurements, and serum IgM and SV 

determination. With rising SV values, 46 WM patients 

showed far-peripheral haemorrhages and venous 

dilatation. In addition, the serum IgM and serum 

viscosity (SV) levels were to be determined by this 

study. The authors came to the conclusion that serum 

IgM and SV levels for the retinal symptoms of 

hyperviscosity syndrome were lower than those reported 

in other studies.     

Waldenstrom Macroglobulinemia autologous and 

allogeneic transplant studies have been evaluated by M. 

Gertz et al. (2012). They believe that WM is a 

lymphoplasmacytic lymphoma that is particularly 

chemosensitive. When compared to those receiving stem 

cell transplants for multiple myeloma, there are more 

patients with this disease. In individuals with an indolent 

nature and favourable genetic profiles, Waldenstrom is 

an excellent disease for autologous stem cell transplant. 

Autologous transplants were efficient and underutilised 

in the management of the illness, according to the 

scientists' assessment. They have also said that allegenic 

transplant should only be considered exploratory after all 

other chemotherapeutic treatments have been tried and in 

the context of a clinical trial. S.Sarosiek et al. (2021) 

have reviewed and summarized the adverse effects on 

treatment of WM and also the steps to decrease the risk 

of toxicity. Though, well-established treatment options 

for patients with WM are available the string of side 

effects during therapy cannot also be ruled out. To put in 

other words, multiple highly effective treatment options 

always come with a range of adverse effects. They have 

finally suggested that future researches should focus on 

patient safety without diminishing the effectiveness of 

treatment. 

Convolutional Neural Networks 

CNN is one of the widely used deep learning algorithm 

that uses multilayer perception to learn the complex 

features of the data. It is widely used in the image 

classification, facial detection, automation and robotics. 

In this paper, the CNN is initially trained with the WM 

samples to learn the features of the Human gene. It is 

used to recognize the WM patterns present in the 

samples. Then, new samples are sent to recognize the 

presence or absence of WM patterns. One of CNN's key 

advantages is its ability to infer local properties from 

samples, which enables it to recognise the samples' 

complicated aspects. Convolutional, pooling, and fully 

connected layers make up a CNN. The functioning of the 

CNN algorithm can be seen in the figure4. 
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Fig-4. Architecture of the Convolutional Neural Networks 

The convolutional layer consists of a many kernels that 

are used to determine the feature maps from the images. 

The kernels convolve the images into strides and convert 

their dimensions into integers and give them as output. 

After the striding process, there will be a decrease in the 

dimensions of the input images. To manage the decrease 

in the dimensions, 0 is added in the empty places. By 

adding zeros, the dimension of the images is maintained 

and it is called the zero padding. The convolutional layer 

processes the given images as per the following 

equation.  

Fi,j=I*Ki,j=    Ii+m,j+nKm,n 

I stands for the input matrix, and K for the 2D filter with 

the mxn size. 2D feature map is referred to as F. The 

convolutional layer's operation is denoted by the symbol 

I*K. The feature maps' nonlinearity is raised through the 

application of Rectified Linear Nit (ReLU). The 

threshold input is maintained at zero.  

fx=max0,x 

The input dimension is down sampled using the pooling 

layer. By doing so, the number of parameters is 

decreased. The max pooling technique is the most 

popular one that extracts the greatest value from the 

input region. The convolutional and pooling layers 

extract features, which are then categorised by the fully 

connected layers.  

Extended short-term memory 

Recurrent neural networks (RNN) are better represented 

by this enhanced model. In consists of various memeory 

blocks that helps to solve the gradient problems. The 

gradient problems are of two types, vanishing and 

exploding. It saves the long-term states after adding a 

cell state. LSTM is capable of relating the obtained 

information with the previously obtained data. The 

LSTM consists of three gates, they are, input forget and 

output. The input to the algorithm is x_t and C_t and 

C_{t-1} refer to the current and previous cell states. The 

h_t and h_{t-1} are the current and previous outputs. The 

LSTM architecture is shown in figure5. 

 

Fig -5 LSTM architecture 

The movement of data through the LSTM architecture 

can be understood using the following equations, 

it=σWi.hjt-1,xt+bi 

Ct=tanhWi.ht-1,xt+bi 

Ct=ftCt-1+itCt 

Equation 3 demonstrates how the sigmoid layer is used 

to discover the significant sections by passing h_t-1 and 

x_t through it. The extraction of new information 

following the transit of h_t-1 and x_t via the tanh layer is 

seen in equation 4. The long-term information C_t-1 and 

the current information Ct are merged to generate the 
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current information Ct. Wi represents the sigmoid 

output, and Ctre the tanh output.  

Combined CNN-LSTM network 

This paper combines both the CNN and LSTM algorithm 

to combine the WM patterns from the WM images. Both 

the architecture of CNN and LSTM are utilized to 

provide the maximum efficiency and accuracy. The 

LSTM method is used to classify the complex features 

that the CNN algorithm derives from the images. The 

hybrid network of the suggested method is depicted in 

figure 5. Convolution, pooling, and fully connected 

layers make up the network's 20 total layers, while the 

output layers are separated into 12, 5, 1, 1, and 1 groups.  

The softmax function is part of the output layer. Two to 

three CNNs, one pooling layer, and a dropout layer with 

a 25% dropout rate make up each convolution block. The 

convolutional layers that extract features using ReLU 

function for activation have kernels with a 3x3 size. The 

Max-Pooling layer reduces the dimensions of the input 

image by reducing the kernel size to 2x2. The time 

information is extracted by the LSTM layer by 

transferring the function map to it. After convolution, the 

output shapt is none, 7, 7, and 512. The dimension of the 

LSTM layer is 49,512 after the input size has been 

reshaped. The fully linked layer classifies the images 

using the time characteristics. Figure 6 displays the WM 

patterns that were discovered in the photos by this 

classification. The Table-1 displays the number of layers.

  

 

Fig 6. CNN-LSTM architecture 

Metrics for evaluating performance 

The measurements discussed to show how well the 

suggested algorithm performs. The images anticipated by 

the WM pattern are in TP. The normal cases that are 

identified as WM patterns are referred to as FP. The 

normal scenarios that the programme accurately detects 

are represented by the TN. The WM patterns that are 

identified as typical cases are designated as FN.  

3. Experimental Results 

The dataset is divided into training and testing halves in 

a 4:1 ratio. The generated outcomes go through a 5-fold 

cross-validation process. The suggested algorithm's 12 

convolutional layers have a learning rate of 0.0001. 

Experimental research determined that 125 epochs is the 

maximum number possible. The keras and tensorflow2 

libraries of the Python programming language are used 

to implement the CNN-LSTM network. The hardware 

specifications are i7 7th generation, 16GB RAM, 1TB 

SSD and NVIDIA GTX 1650 GPU.  
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Table-1. Architecture and size of the CNN algorithm 

 

4. Result Analysis 

Figure 6 displays the confusion matrix that was produced 

by the effectiveness of the suggested algorithms. The 

suggested CNN-LSTM incorrectly identified 1200 out of 

the total 22283 WM images as normal images. For the 

normal photos, 1654 images were incorrectly labelled as 

WM images. It is clear that the suggested CNN-LSTM 

algorithm performs significantly better than existing 

conventional algorithms 

 

Fig 7. Evaluation metrics of the CNN-LSTM network 
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Fig 8. Evaluation metrics of the CNN-LSTM architecture 

In the training and validation phases, the accuracy and 

cross-entropy of the proposed CNN-LSTM method 

performed as 91 and 92 across 125 epochs, respectively, 

in Figure 7. Losses for training and validation are 0.9 and 

0.2, respectively. It is evident that the suggested 

algorithm offers superior cross-entropy and accuracy. 

Table 3 displays the total accuracy, sensitivity, 

specificity, and F1-score. The suggested algorithm has 

92.8% specificity, 93.1% sensitivity, and 92.4% F1-

score, as shown by the figure-8. Between the true 

positive and false positive rates is where the ROC curve 

is drawn. 92% of the ROC curve's area is under it. The 

proposed CNN-LSTM algorithm has an AUC of 92.9%, 

a Specificity of 92.8%, and an F1-Score of 93.1% 

according to the data.  

5. Conclusion 

The main objective of this paper is to increase the 

accuracy of WM cancer detection in blood cell images. 

Several earlier research works have proposed clinical 

methods which can only be understood by medical 

experts and can not understand by non-medical 

candidates belonging to other related fields. Some of the 

researchers have used medical image processing methods 

for analyzing blood cell images for WM detection, where 

the accuracy is not satisfactory. Compared to 

conventional methods, the accuracy of WM cancer 

detection needs to be improved. Thus this paper 

proposed a convolution neural network model for WM 

detection and classification. The experiment is carried 

out with Python and the results are verified. From the 

results, it is identified that the proposed CNN-LSTM 

provides F1-Score of 93.1% in WM prediction. In future 

work, a deep learning model needs to be implemented 

for analyzing genomic data to increase accuracy.  
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