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Abstracts: In this paper, we treat the problem of credit default risk or risk of non-repayment in banks using credit scoring models. As the 

methods currently used have some gaps in predicting the solvency of loan applicants, which could cause in losses for the banks, our 

contribution is to propose a new credit scoring method based on Machine Learning algorithms. We adopt two strategies: first, we hybridize 

Genetic Algorithms (GA) with Support Vector Machine (SVM) and Multi-Layer Perceptron (MLP) to evaluate impact of GA on prediction 

performance; and second, we test SVM and MLP with their hyperparameters, and then hybridize MLP with Artificial Neural Network 

(ANN). To compare our method with the methods proposed in [28], we realized simulations using Python on our banking dataset. The 

generated results show that the hybridization with GA yields less significant results compared to the strategy of SVM, MLP with their 

hyperparameters, and MLP-ANN that generate the improved values of AUC, Accuracy, confusion matrix and F1-Score compared to [28]. 

Furthermore, even for our database the same metrics is also significant with best values. 

Keywords: Credit scoring, Machine Learning, Optimization, Solvability, Banking 

1. Introduction 

The credit market represents a fundamental lever for the 

world economy with trillions of US dollars outstanding. 

This is why the Bank system's stakeholders attach great 

importance to ensuring that this market is optimal and 

meets the requirements of the markets. Among the major 

challenges of the sector is the prediction of 

creditworthiness or credit risk of borrowers, be they 

individuals, companies, government agencies, countries 

or even banks. 

Whenever a financial institution such as a bank, a credit 

card company, or any other type of business that grants 

credit, it has to transmit information to the rating agencies 

about whether repayments are made on time. The rating 

agencies collect information on the borrower's profile and 

the length of time to repay the credit.  

This information constitutes the so-called credit history. 

Processing of the history generates a score that makes it 

possible to decide whether to grant or reject the client's 

credit application. This is credit scoring, which is one of 

the tools used by banks or credit agencies to analyse the 

risk of default or non-repayment of clients [33] and to 

respect credit contracts. 

Credit scoring is a decision support engineering based on 

statistical models as several works have addressed credit 

scoring models[30].However, the current economic and 

financial environment, characterised by chaos, requires 

the application of robust methods to properly adjust 

decisions;In many fields such as medical diagnosis, 

predictive justice, facial recognition, fraud detection, job 

search or education, data science is becoming necessary 

to improve decisions; thus artificial intelligence (AI) and 

Machine Learning (ML) techniques are particularly 

useful in decision support and customer knowledge, [31]. 

There are many machine learning methods see [32], but 

in general one can distinguish two categories: supervised 

classification methods, which are designed to partition 

the predictor space to predict events; the most commonly 

used in the credit risk domain is the support vector 

machine SVM. The most commonly used in the field of 

credit risk is the support vector machine (SVM), a neural 

network. The second method is the ensemble method, 

which uses rules to combine predictions from a set of 

several base models to arrive at the final classification. In 

our paper, we rely on the first category which is the use 

of SVM to predict credit scores and hyper parameters to 

optimise the Score. 
 

In this paper we present the different credit scoring 

techniques used in the literature, then we explain the 

material and the methodology adopted by describing the 

problem, the data and the proposed ML models for the 
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simple and hybrid case and defining the associated 

metrics; then we move on to the simulation to validate the 

results and finally we conclude and discuss the results. 

2. Literature Review  

With the exponential growth of the banking and financial 

sectors, the credit industry has been thriving and its 

influence is far-reaching. A credit card is a convenient 

financial tool that has become an integral part of our daily 

lives. It is an easier alternative payment tool instead of 

cash [26]. Thusly, it became the number one accepted 

method of payment. it also offers safety which many 

consumers appreciate since they don’t have to carry much 

money if they has a credit card Although all the 

aforementioned benefits are only a scratch on the surface 

of the tremendous advantages of using credit cards, the 

credit card market faces a very serious problem that is, 

credit card risk [9]. And since credit-cards have become 

such a popular trend in paying consumer expenses, after 

each purchase the amount the consumer charges are 

supplementary to the total, commonly referred as the 

balance in the credit card [4]. The money owed to the bank 

needs to be returned monthly or in instalments. In this 

case, when credit service providers offer credit cards to 

consumers, there is a risk that a customer may not repay 

the money to the bank [5]. This major risk may propose 

huge losses to banks and consequently to the financial 

sector [20]. Consistent payments every month on a credit 

card are a solid way to develop a credit history and high 

credit scoring, which enables the banking sector to 

categorize credit card applicants as having either good or 

negative credit history [16]. This method allows credit 

card service providers to mitigate risk since approving 

applicants with a bad credit history will retrieve great loss 

for the bank. The scoring of credit is a statistical tool to 

forecast the probability of a loan applicant, incumbent 

borrower, or adversary defaulting or becoming overdue. It 

estimates the likelihood of defaults or delinquency, which 

is commonly employed for commercial credit cards [11]. 

The primary benefit of a credit score is that it enables 

Credit Service Providers to assess an applicant's potential 

for a credit card in a promptly, reliable, and effective 

manner [3]. This is why bankers and researchers view the 

credit scoring system as a vital method in determining the 

creditworthiness of a credit card applicant. To properly 

manage and reduce the risks associated with information 

such as mobile phone data, data from social media, Coarse 

Transactional Data, Bank transactional data, and so on are 

now essential elements of credit risk assessment. Banks 

and credit card companies evaluate prospective borrowers 

using an underwriting procedure that mainly relies on 

their credit histories and credit ratings. Furthermore, data 

are critical in the construction, surveillance, and ongoing 

upkeep of models for credit scoring that will be the focus 

of the current investigation.  

When issuing credit, financial organisations must use 

credit scoring algorithms to identify defaulters and non-

defaulters [19]. In general credit scoring models are 

categorized into two main groups: Traditional credit 

scoring techniques, Artificial Intelligence and Machine 

Learning Credit Scoring determine which is responsible 

for credit card admission decisions. Linear Discriminant 

Analysis, K-nearest Neighbour Classifier, and Support 

Vector Machines (SVM) are some of these scoring 

methods. To begin, Linear Discriminant Analysis is, as the 

name implies, a linear framework for categorization and 

reduction of dimensionality.  

Most typically used in pattern classification tasks for 

feature extraction. Linear discriminant analysis was the 

initial statistical tool used to explain which companies 

went bankrupt using ratios from accounting and other 

financial data. Sir Ronald Fisher devised the initial 

discriminant analysis linear model in 1936 (Fisher, R. A., 

1936). However, this model was first introduced into 

credit scoring by Reichert, Cho, and Wagner in 1983. That 

being said, the other statistical credit scoring model is the 

K-nearest Neighbor Classifier. The k-nearest neighbor 

classifier serves as an example of the non-parametric 

statistical approach. This technique assesses the 

similarities between the pattern identified in the training 

set and the input pattern. One chooses a metric on the 

space of applicants and takes the k-nearest neighbor of the 

input pattern that is nearest in some metric sense. A new 

applicant will be classified in the class to which the 

majority of the neighbors belong (in the case when the 

costs of misclassification are equal) or according to the 

rule expressed by the equation.  

Chatterjee and Barcun were the first to adopt this strategy 

in 1970 [6]. The non-parametric structure of the method 

allows for the modelling of anomalies in the possibility 

function over the space of features, which is clearly one of 

its merits. The k-NN technique has been shown to 

outperform other non-parametric methods, and because it 

is a very intuitive model, it can be readily described and 

communicated to the managers who will adopt it [8]. 

Finally, Vapnik Vladimir [27] was the first to introduce 

(SVM) Support Vector Machines in the setting of 

statistical learning theory. SVM has numerous successful 

applications in pattern recognition, suggesting that it is a 

competitive classifier. SVM is a relatively new 

methodology in data mining that is a new tool for solving 

machine learning using optimization methods and is a 

machine-learning algorithm based on statistical learning 

theory. The widespread use of credit cards prompted 

banks to employ scoring. As the number of people 

applying for credit cards grows on a daily basis, banks 

must limit the risk associated with this process [28]. 

3. Material and Methodology 

The procedure followed in our approach to propose the 

best credit scoring model is shown in the following figure 

1: 

Figure 1 describes the model of our classification system 

used in this study. 
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Fig 1. The hybrid SVM method process 

The purpose of this research is to propose the best credit 

scoring model that can best expect if credit- card holders 

will pay their owed credit balance or not. A good credit 

scoring model, without a doubt, will be able to properly 

categorize clients into either default or non-default 

categories, allowing banks or credit card service providers 

to save money based on how the model is efficient. And 

in light of the current issue, proposing an effective model 

and calculating unpaid risks will allow banks to take the 

necessary course of action needed in time.  

    Our proposed method scoring is realised using the 

modelling and simulation of artificial intelligence (AI) 

and machine learning (ML) techniques such as the 

Support Vector Machine (SVM), Multi-layer Perceptron 

Neural Network (MLP), a form of ANN, and Genetic 

techniques (GA). The simulation of all the algorithms is 

through Python that has some libraries of the AI. 

Therefore, in order to validate and calibrate our methods, 

we have tested and processed a Banking Dataset. 

3.1. Basic concepts of Support Vector Machine 

In the process of proposing the most efficient credit 

scoring method to lower the risk of financial loss that may 

face banks and credit card service providers due to default 

in paying back credit card balances, many models were 

proposed to solve this major issue. One of them is the 

Support Vector Machines classifier which was introduced 

by [25], illustrating the concept of SVM and how it is 

applied, as a two-class model is the main focus of this 

research. SVM is a supervised learning method that 

analyses data, recognizes patterns, and is employed for 

statistical classification and regression analysis.   

SVM selects the best hyperplane with the biggest margin 

as the decision margin among the two classes. The largest 

margin approach involves selecting the line with the 

highest margin. Assume you've been handed a dataset of 

pairings  (𝑥𝑖,y𝑖), where 𝑖=1,2,3,…,𝑛 where 𝑥𝑖𝜖𝑅𝑛 and y𝑖∈ 

{−1, +1}, the y𝑖 is used to show which class the point xi 

belongs. The value of 𝑥𝑖will help us determine the 

maximum margin distance between the hyperplanes that 

segregate the position having 𝑑𝑖 = 1 from those having 𝑑i 

= −1.  

In SVM, the decision boundary that differentiates the two 

classes is often written as:   

w ⋅ x - b 

= 0 

w ⋅ x - b 

= 1 

In this case “.” expresses the vector and dot product “𝑤” 

is a normal vector which is perpendicular to the 

hyperplane. To maximize the margin, the parameter b / 

ǁwǁis used where the short distance measured 

perpendicularly and it is possible to determine the normal 

vector "n" from the origin, by choosing “n” and “b” the 

margin is maximized. To achieve optimal separating 

hyperplane, the value of ǁwǁhas to be minimized satisfying 

the constraint:  

yi(w. xi −  b)  ≥  1 for i =  {1,2, . . . , n} 

However, when executing the optimization process by the 

above constraint the square root calculation is required for 

determining the norm, and the computation of the square 

root may sometimes prove difficult. For this reason, the 

optimization equation has been altered to minimize 1/2 

w𝑇w   

yi(w. xi −  b)  ≥  1 for i =  {1,2, . . . , n} 

The above optimization problem is a quadratic one, the 

saddle point, also known as the minimax point, needs to 

be found. In this way the previous optimization equation 

can also be written as:  

min
w,b

max
∝

{
1

2
wTw − ∑ ∝i (yi(w. xi − b) − 1)}

n

i=1

 

The SVM optimization problem can also be solved with 

Lagrange Multipliers. This technique can be used to 

transform the above-constrained optimization problem 

into a formulation whose solution is equivalent to the 

above. Considering αi is the Lagrange multiplier, 

consequently αi≥ 0. In this scenario, a linear 

amalgamation of the training vectors is the solution to 

optimization and is expressed as:  

w = ∑ ∝i xiyi

n

i=1

 

This will help ease the computation process, we can 

further apply a differentiation concerning “w” and “b”, 

and also present the Karush–Kuhn–Tucker (KKT) 

(1) 

(2) 

(4) 

(5) 

(3) 
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condition [27]. As a result, of this differentiation, the 

above expression can be changed into the dual Lagrangian 

LD (α):   

max
∝

LD(∝) = ∑ ∝i−
1

2
∑ ∝i∝j yiyj < Xi. Xj >n

i.j=1
n
i=1  

  

Subject to:αi ≥ 0 for i = 1, 2,…, n and ∑ ∝𝑖 𝑦𝑖 = 0 𝑛
𝑖=1  

When a concern can be converted to another problem 

whose answer is simpler to calculate and also provides the 

solution to the initial challenge, both challenges are said 

to exhibit Duality, and vice versa. In the case of dual 

optimisation issues, the solution provides the parameters 

w* and b* of the ideal hyperplane. And after training in 

dual form, our classification rule for the optimal 

hyperplane decision function becomes:   

f(x, ∝∗, b∗) = sgn(∑ yi ∝i
∗< xi. xj > +b∗)

n

i=1

 

Nonetheless, only few Lagrange multipliers are usually 

positive, and these vectors are close to the ideal 

hyperplane, and the training vectors for these positive 

Lagrange multipliers serve as support vectors. In non-

separable circumstances, however, some level of mistake 

must be permitted. As a result, for the goal of minimising 

training errors, the challenge of determining the plane of 

motion for this inspired hyperplane is shown as:  

min
w,b,ξ

1

2
wTw + C ∑ ξi

n

i=1

 

Subject to: y𝑖(<w.𝑥𝑖> +b) +𝜉𝑖−1≥ 0 𝑎𝑛𝑑𝜉𝑖≥ 0   

Where 𝜉𝑖 is the positive slack variable, and the 

variable 𝐶 is the penalty strength, which specifies how 

much we care about errors (training points that are on the 

wrong side). Accordingly, the optimization problem in the 

above expression is solved using Lagrangian method. 

Thus the corresponding optimization expression is written 

as the following:   

𝑚𝑎𝑥
𝛼

∑ 𝛼𝑖 −
1

2
∑ 𝛼𝑖𝛼𝑗𝑤𝑖𝑤𝑗 < 𝑥𝑖 . 𝑥𝑗 >𝑛

𝑖.𝑗=1
𝑛
𝑖=1  

Subject to: 0 ≤ 𝛼𝑖 ≤ 𝐶 𝑓𝑜𝑟 𝑖 =

1,2, … , 𝑛 𝑎𝑛𝑑 ∑ ∝𝑖 𝑑𝑖 = 0𝑛
𝑖=1  

While the defined penalty parameter C is supposedly the 

upper bound of αi, kernel functions transform non-linear 

spaces into linear spaces. It transforms data into another 

dimension so that the data can be classified. This happens 

by using the mapping function ɸ, and the inner product 

has to be replaced by the kernel function [20] as the 

following expression:  

(𝜙(𝑥𝑖). 𝜙(𝑥𝑗)) = 𝑘(𝑥𝑖 , 𝑥𝑗) 

And this equation will be further altered into:  

 

𝑚𝑎𝑥
𝛼

∑ 𝛼𝑖 −
1

2
∑ 𝛼𝑖𝛼𝑗𝑦𝑖𝑦𝑗𝑘(𝑥𝑖 , 𝑥𝑗)

𝑛

𝑖,𝑗=1

𝑛

𝑖=1

 

 

With the limited condition to: 0 ≤ 𝛼 ≤ 𝐶 𝑓𝑜𝑟 𝑖 =

1,2, … , 𝑛 𝑎𝑛𝑑 ∑ 𝛼𝑖
𝑛
𝑖=1 𝑑𝑖 = 0 

 

But on the other hand, in linear generalized case, the 

decision function is as illustrated below: 

𝑓(𝑥, ∝∗, 𝑏∗) = 𝑠𝑔𝑛(∑ 𝑦𝑖 ∝𝑖
∗ 𝑘(𝑥𝑖 . 𝑥𝑗) + 𝑏∗)

𝑛

𝑖=1

 

 

3.2. Multi-layer Perceptron Neural Network 

Artificial neural networks (ANNs) are a class of artificial 

intelligence algorithms that are concerned with addressing 

the different aspects or elements of learning. One of the 

most useful and effective types is certainly the multi-layer 

perceptron model. It has been used as the benchmark 

model by many researchers [21]-[22].. Adding to that, 

MLP is a class of feedforward artificial neural networks 

that are considered global approximators and can be 

trained to implement any given nonlinear input-output 

mapping [15]-[16]-[19]. Furthermore, as the name 

implies, MLP is made up of many layers: one input layer 

that receives the signal, an output layer which generates a 

decision or forecast about the input, and an arbitrary 

number of hidden layers that serve as the MLP's true 

computational engine. [12]. 

Furthermore, the multilayer Perceptron is utilised to 

generalise a nonlinear function f for function modelling 

with one anticipated variable f: X ∈ RD → Y ∈ R1 which 

is expressed by the following equation : f(𝑋)=𝑏2 

+𝑊2×(𝑓A(𝑏1 +𝑊1×𝑋)). In this case, W1 and W2 are the 

weight matrix of the hidden and output layers, 

respectively. Whereas b1 = [b11, b12,⋯,b1N] expresses the 

bias vector of the hidden layer, and b2 is a bias vector of 

the output layer. And finally, fA represents an activation 

function. In the above equation W1 and W2 (the weight 

metrics), as well as b1 and b2 (the bias vectors) are 

randomly initialized and then updated through a training 

process. That is, the weights are initialised very close to 

zero, but at random. As a result, symmetry is broken, and 

each neuron is no longer doing the same computation. The 

value of each hidden node is then determined by adding 

the sum of the multiplications of the values of the input 

neurons and the corresponding connection weights. 

Ultimately, the output value is transmitted forward from 

the hidden node and connection weight values in the same 

manner. By evaluating the output response data to the 

target values, the discrepancy can be determined and 

minimised in the backward stage by modifying the 

connection weights. Simply stated, input-output pairs are 

fed into the network, and weights are modified to 

(7) 

(8) 

(9) 

(12) 

(6) 

(11) 

(10) 
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minimize the difference between the network output and 

the real value.  

3.3. Genetic algorithms 

 Genetic Algorithms are a type of quantitative and 

combinational circuitry optimizer that is particularly 

useful for tackling complicated linear and non-convex 

issues through natural development. Genetic Algorithms 

were developed by John Holland from the University of 

Michigan and his collaborators in the 1960s and 1970s. 

He was potentially the first to use inheritance, mutation, 

selection, and crossover in the study of adaptive and 

artificial systems.  

3.4. Basic concepts of ROC curve  

The ROC curve is a two-dimensional in-nature evaluation 

of classification performance [8–13]. It can be thought of 

as a plot of the likelihood of properly classifying positive 

cases versus the rate of wrongly identifying real negative 

examples. This curve can thus be interpreted as an 

evaluation of the classifier throughout the entire spectrum 

of class distribution and error costs. A decision rule is 

typically carried out by determining a threshold that 

distinguishes between the positive and negative 

classifications. One of the most intriguing aspects of the 

ROC curve is that even when the error costs and class 

distributions are unidentified, the performance of 

classifiers can still be characterised and optimised. The 

diagonal line represents the ROC curve of the classifier 

that forecasts the class at random, and the performance 

improves as the curve approaches the upper left corner of 

the plot. The measured value of the area under the curve, 

typically abbreviated as AUC, is the most generally used 

performance measure retrieved from the ROC curve. If the 

threshold is correctly determined, the classifier achieves 

perfect accuracy when AUC is equal to 1, while a 

classifier that assumes the category at random has an 

associated AUC of 0.5. Another intriguing aspect of the 

AUC is that it represents the classifier's overall behaviour 

because it is distinct of the threshold used to get a class 

label. In the continuous situation, processing the AUC 

would necessitate the computation of an integral; 

however, in the discrete case, this area may be computed 

with step functions, and the following property holds 

AUC =
∑ ∑ 1

𝑓(𝑥𝑖
+)>𝑓(𝑥𝑗

−)
𝑛−

𝑗=1
𝑛+

𝑖=1

𝑚𝑛
 

where f(•) denotes the scoring function (the decision-

making function of a classifier is the most common 

scoring function in machine learning), x+ and x indicate 

the positive and negative samples, n+ and n are the total 

quantity of positive and negative examples, and 1 is 

defined to be 1 if the predicate holds and 0 otherwise. The 

Wilcoxon-Mann-Whitney statistic has been identified as 

the above equation. This equation defines whether the 

classifier f(x) is satisfying the condition: f(x𝑖
+) >

 𝑓(x𝑗
−), ∀i =  1,· · ·  n+, ∀j =  1,· · ·  n−  to achieve a 

maximum AUC. Any negative sample that is rated greater 

than the positive sample reduces the AUC. Other 

commonly used indicators in the machine learning 

algorithm are linked to the ROC curve via a classifier's 

confusion matrix. These metrics are determined by the 

true positive (tp) and false positive (fp) rates, as well as 

the skew parameter c, which is the ratio of negative to 

positive cases.  

4. Empirical Analysis  

 

4.1 Crédit data sets 

In this work, we used real data sets for analysis. The 

French datasets from a banking institution that detected a 

notable increase in risk over several months. Proven by 

the statisticians, after the first score was submitted, the 

bank found that the performance of the score had 

deteriorated following the latest modifications in credit 

regulations which completely changed the profile of the 

population. It has become crucial to create a new score. 

To create an updated and more efficient score, we put 

forward a detailed statistical analysis of the existing 

database, and it showed that it contains 19670 lines 

(customers), 50 variables, and certainly there are missing 

values for certain variables. For instance, MONTANT 

DEM has 129 missing values and SECTEUR_EMP with 

28 missing variables. To manage and mitigate these 

missing values, we decided to replace them with the mean 

of the variable (for quantitative variables), or by the mode 

of the statistical series of this variable (for qualitative 

variables). 

Testing models are based on splitting our database into 

two parts: one training component 14753 attribute 

(training dataset) 75% of the total data. The other data to 

do the test component 5007 attribute (test dataset) of a 

percentage of 25%. We can see later that the examination 

of this dataset yielded some intriguing results. Table 1 

shows the features of the French real dataset. 

Table 1. Characteristics of the real dataset 

Data 

set 

Number 

of 

classes 

Number 

of 

instances 

Test 

Data 

25% 

Training 

Data 

75% 

French 2 19670 5007 14753 

Three strategies were used in this study, namely ‘‘SVM’’, 

‘‘NN-MLP,’’ and ‘‘GA.’’ Table 2 summarizes the 

outcomes for the data sets. The accuracy of classification 

among the three models for the French data set was 90%, 

88.11%, and 50%, respectively. For each ''treatment,'' the 

experiments for the three techniques used similar training 

and assessment sets. We used a confusion matrix and 

ROC curve to evaluate the accuracy of classification of 

the test set (table 2 and images below).  

(13) 
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Table 2.  Result of credit scoring models (our banking dataset) 

Credit scoring model Credit scoring results (%) 

Accuracy test 

(25%) 

Accuracy training 

(75%) 

F1-score AUC 

SVM 90 89.32 91 0.958 

NN-MLP 88.11 87.75 89 87.7 

SVM + hyperparameter 95  95 95.88 

NN-MLP + 

hyperparameter 

89 87.76 89 95 

GA + hyperparameter + 

NN-MLP 

50 48.99 53 0.60 

GA + hyperparameter + 

SVM 

50 49.83 67 0.70 

In Figures 3 & 4, we have the confusion matrix in the left 

corner containing true positives, these are the client who 

was correctly identified by the algorithms as the client for 

whom we’ll pay back the credit. True negative is in the 

bottom left corner these are the client that did not pay back 

their credit and were correctly identified by the 

algorithms.  False negatives are in the bottom left-hand 

corner containing the client that paid back their credit and 

the algorithm wrongly identified and finally, the False 

positives are the client that didn’t pay their credit and the 

algorithm wrongly identified them as they did pay back 

the credit.  

 

Fig 2.Confusion matrix Of GA+MLP  

 

Fig 3. Confusion matrix of neural network 

 
Fig. 4 Confusion matrix of SVM 
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Table3. Comparing results of our methods with other different dataset 

Our results represent in figures 4 and 3 when we applied 

the Support Vector Machine classifier (SVM) to the 

testing data we got 3127.0 as true positive and  3060.0 as 

True negative however the algorithm miss classified 331.0 

as False Negative and the algorithm misclassified 316.0 as 

False Positive, from these states we can say that  NN is 

worse than the SVM at predicting client that paid their 

credit back (3015.0 vs 3127.0) And worse at predicting 

client that did not pay their credit (3007.0 vs 3060.0). So, 

the SVM is much better, with an accuracy of 90 %, which 

is close to the results shown by [5] with an accuracy of 

81.25%.  

Other research conducted by [23] found that the SVM 

methodology yield a significantly better result 70.00% 

accuracy.   

Our results show in figures 5 & 6 the accuracy of “SVM 

+ hyperparameter” and “NN-MLP + hyperparameter”, 

which allows us to make a comparison between them.  

In this case, we use the curve ROC and AUC to determine 

which of the two models is better (table 2and table 3).  we 

can see that the value of AUC in “SVM + hyperparameter 

“is 95.88% which is higher than “NN-MLP + 

hyperparameter” is 95 % so we can say that SVM + 

hyperparameter is much better at predicting the credit 

score. 

 

Fig 5. ROC curve of NN-MLP 

 

Fig 6. ROC curve of SVM 

According to figures 7 & 8, we can see that the support 

vector machine is much less precise than the neural 

network, as you can see in (figure 7). The SVM is 87 % 

while the neural network is 88%, but when we add the 

source 

data 

German dataset Australian dataset Our data Banking dataset 

AUC 
accurac

y 

F1-

score 
AUC accuracy F1-score AUC accuracy F1-score 

Zhang, R. and 

Qiu, Z., 

2020[28] 

SVM 0.776 0.7550 0.77 0.922 0.8897 0.87 --- ---- ---- 

KNN 0.7624 0.7420 0.751 0.902 0.8435 0.8391 ----- --- ---- 

Our methods 

SVM --- --- --- --- --- --- 0.958 0.90 0.95 

SVM-

GA 
--- --- --- --- --- --- 0.70 0.50 0.67 

MLP --- --- --- --- --- --- 0.95003 0.89 0.888 

MLP-

GA 
--- --- --- --- --- --- 0.60 0.50 0.53 

MLP-

ANN 
--- --- --- --- --- --- 0.95 0.881 0.89 
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hyperparameter to SVM and the NN the SVM increases 

to 89,5% while the NN remain the same at 88 % (Figure 

8). 

 

Fig. 7. Machine Learning classification algorithm 

comparison without Hyperparameter optimization result  

 

Fig. 8. Machine learning classification algorithm 

comparison with Hyperparameter optimization result 

Research conducted by by [10,11] on two datasets 

German and Australian, shows the opposite result which 

represent respectively (86.76%, 86.90%) in the Australian 

data set and (77.92, 77.26) in German dataset. According 

to the complete outcomes, the combination of SVM 

and hyper parameter offers an excellent performance, 

making it the first classifier in the performance ranking of 

credit scoring models. 

5. Conclusion 

The implementation of the SVM classifier for assessing 

credit score is highlighted and well explained in the 

present research. SVM provides a practical answer to the 

constraints of the present crop of classifiers in use. The 

results suggest that datasets treated with big nonlinear 

techniques are getting increasingly computationally 

expensive. As a result, in recent years, data analysts have 

sought to develop faster computational algorithms in order 

to uncover patterns in datasets of growing complexity and 

size without the need of a high-performance classifier. In 

terms of the model results, SVMs are apt classifiers which 

can result in accurate classification. Moreover, SVMs 

with hyper-parameters have better performance than 

single SVMs. As a result, the credit scoring outcomes 

evaluated in this study support the notion that the SVM 

hyper-parameter can be employed in credit scoring 

applications to improve overall precision from a fraction 

of a percent to multiple percent. I strongly believe that 

future studies will focus on examining the hybridization 

impact of our SVM classifier with another method, such 

as KNN and random forest for better results.  
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