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Abstract: The most common kind of cancer among females that causes death is breast cancer. It's early detection and initial treatment can 

save the patient's life and also decrease the mortality rate. An efficient approach to finding breast cancer at an initial stage is screening 

mammography. However the diagnostic procedure is hand-operated, time-taking, and a specialist radiology is required and available only 

in hospitals, so the patient cannot check at their home with this technology. In the literature, many techniques have existed, but fail to 

produce a high accuracy rate due to the presence of noise, artefacts, pectoral muscles, and low contrast. Based on these reasons it is difficult 

for radiologists to find cancer at the initial stage. This paper presents the Gabor filter-based ensemble machine learning technique which 

gives a high accuracy rate in the presence of noise, artefacts, pectoral muscles, and low contrast. This method is applied on all MIAS 

Datasets, which consist of 322 mammogram images and produce an accuracy of 98.98%. 
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1. Introduction 

In terms of occurrence and death, the majority natural kind 

of tumour among women in the world is breast tumour. 

Current statistics show that a 25% increment in breast 

tumour occurrence and an increment in death due to breast 

tumours every year is 20%. Presently the prevailing 

method used to find breast tumours in the premature phase 

is screening mammography. Researchers showed that the 

death rate due to breast tumours can be decreased by 

detecting breast tumours at an early clocking and timely 

adjuvant treatment. The various approaches for breast 

tumour screening with the development of new medical 

technologies are mammograms, magnetic resonance 

imaging, ultrasound and computerized tomography. 

These distinct investigation techniques have distinct 

supremacy. The most effective and proven approach for 

screening breast tumours to reduce mortality is 

mammography [3]. Two different views of low-energy 

radiograph images of the complete breast in screening 

mammography are craniocaudal (CC) view and 

mediolateral oblique (MLO) view taken. 

Multiple mammographic images of a patient produced 

during a mammography procedure are typically checked 

by radiologists individually. An expert radiologist is 

required to diagnose a mammogram for a breast tumour. 

This diagnostic procedure is time-consuming and labour-

intensive. To overcome these problems and to assist 

radiologists to increase the performance of detection 

computer-aided detection (CAD) systems have been 

developed [4], [5]. The first stage in developing a CAD 

system for breast tumours is mammogram pre-processing. 

The pre-processing stage includes finding a region of 

interest and removing noise, labels and pectoral muscles. 

Including these in pre-processing stage produce a better 

accurate CAD system. 

The important stage of pre-processing in mammography-

based CAD systems is automatic pectoral muscle 

boundary (PMB) detection [6], [7]. An early sign of 

malignancy detection rarely in the breast is the non-

mammary tissue region, the pectoral muscle of the breast. 

The automatic detection of breast tumours is interfered 

with the presence of micro-calcification, pectoral muscles 

and masses having similar intensity [8]. For automatic 

breast density quantification, pectoral muscles should be 

excluded [9]. The radiologist particularly checks the 

presence of pectoral muscles to reduce false negatives 

[10], because the overlying area of pectoral muscles is 

common to develop cancer. Therefore PMB detection is 

important before applying any automatic malignancy 

detection in the mammogram.  

Present days researchers proposed various unmanned 

PMB detection methods, the most prevalent approach is 

an undeviating PMB line estimation, followed by its 

depuration [4]. Kowk et al. come up with repetitive 

starting and gradient tests to estimate the undeviating line 

of PMB [11]. When a pectoralis is small in size or 

overlapped by high-density mammary tissue, the straight-
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line estimation technique fails to find PMB. Ferrari et al. 

come up with an undeviating line approximation of PMB 

entrenched on the Hough transformation [12].  Bora et al. 

proposed PMB detection based on a two-stage process 

[13]. When pectoral muscle density is low and small in 

size, straight-line approximation based on Hough 

transformation performance is poor. Morphological 

operations along with Hough transformation were used to 

detect PMB in Shi et al. [14]. Rampun et al. come up with 

a convolutional neural network (CNN) entrenched 

technique to find PMB [15]. To detect PMB automatically 

Rehman et al. suggested a two-step procedure,  in the first 

step PMB straight-line approximation was obtained, 

whereas in the second step using the slope information of 

straight-line estimation Gabor purifier adjusted in the 

direction of PMB approximation [7]. Straight-line 

estimation of   PMB based on PTG map-based Hough 

transformation is not robust. The PMB straight-line 

estimation detection fails when the pectoralis is small in 

size. The phase response (PR) and magnitude response 

(MR) of a multi-directional Gabor filter (MDGF) are used 

to eliminate the drawbacks of previous works [20], [21].  

The efficiency of this method is high to find PMB 

although it diverges from its regular straight-line 

approximation. 

The most important task of CAD systems that detect 

abnormality in the breast is to classify the detected tissue 

as normal, benign or malignant. A traditional CAD system 

classifies mammary tissue using well-designed handcraft 

features of mammographic images [16]. Methods based 

on hand-crafted features achieved great success in 

classification [17], [18], [19]. When data is complex the 

methods based on hand-crafted features suffer from the 

lack of adaptability. This problem can be overcome by 

using the Gabor filter-based texture feature learning 

approach.  

The features obtained from the Gabor filters are fed to ML 

classifiers to classify the breast masses. To categorise the 

mammary glands as normal, not cancerous, or cancerous, 

the ML algorithms like decision trees, logistic regression 

and SVM are used. In this proposed work GFEML 

technique was used and it achieved high accuracy on the 

MIAS dataset. To obtain better performance two-phase 

Gabor filter is used to detect correctly fuzzy pectoral 

muscle boundaries and remove them properly. The 

features are extracted by using the Gabor filter and are fed 

to RF, LGBM and XGBoost ensemble machine-learning 

algorithms to classify normal, benign, or malignant. Here 

we choose an RF ensemble machine learning algorithm 

that gives the best performance. 

 

2. Proposed Method 

 

Fig1. Proposed system architecture 

2.1.      Pre-Processing 

The mammographic database before being fed to machine 

learning algorithms, should be pre-processed to achieve 

the best prediction performance. The pre-processing of 

mammographic data involves i) change orientation ii) 

artefact removal iii) image enhancement iv) removing 

noise v) finding the region of interest vi) pectoral muscle 

boundary detection and elimination. 

 

2.1.1. Change Orientation 

To simplify our method instead of taking left and right-

oriented mammograms only take left-oriented 

mammograms and we are looking for that direction. The 

mammogram orientation is determined using the method 

introduced by Shah. This method initially divides the 

mammographic image into two equal parts (left, right), if 
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the left part intensity sum is larger than the right part 

intensity sum, then the breast orientation is left, otherwise, 

the breast orientation is right. If the breast orientation is 

right then left oriented breast image is achieved by 

flipping the mammographic image. 

                                                         

                                                                                                 

                                                                                                                                                                                                                              

Fig 2. Result of the orientation for the image 

 

2.1.2.  Artefact removal 

 Scanned mammograms have different kinds of artefacts, 

which are generated at the time of the scanning process. 

Before applying any automated systems to the 

mammogram these artefacts should be removed. Distinct 

threshold values of mammographic images are obtained 

using the Otsu threshold method. The hard threshold of 

mammogram (M) is determined as   0.5 * lowest threshold 

value. 

 

In scanned mammogram hide out a very low-intensity 

background region with this small threshold value, thus 

separating artefacts from the mammary region. Thus 

mammogram region is selected as the largest connected 

area by eliminating different kinds of artefacts. 

           

Fig 3. Result of artefact removal for the image 

 

2.1.3. Image Enhancement 

 

The upper right portion of mammographic images 

contains zero-intensity pixels corresponding to the 

background region. This background region of the 

mammogram forms a solid ferocity edge close to the 

mammary tissue area. The proposed automatic cancer 

detection system efficiency is affected by these strong 

intensity edges.   A mammographic image with zero-

intensity pixels is a low-contrast image. The contrast-

limited adaptive histogram equalization (CLAHE) 

technique is used to increase the contrast of the 

mammogram.   

             

Fig 4. Result of image enhancement for the image 

 

2.1.4. Noise Removal 

 A random variation in the brightness of an image is noise. 

The noise caused by external sources degrades the image 

signal. Noise may be introduced into the breast image 

during breast image acquisition and transmission, and 

processing. Speckle noise is multiplicative and this 

reduces mammographic image quality in diagnostic 

examinations. Noise breast images affect the 

performance of automatic systems. An adaptive median 

filter is used to de-noise the mammographic image. The 

pixels affected by noise are replaced with the median 

value of local pixels considering local variations over the 

entire mammographic image. The adaptive median filter 

procedure is given below: 

Step 1: Compute the difference between the actual image 

and the median of the actual image. 

D = Image – Median (Image)                                             

(1) 

Step 2:  Smoothed image is obtained by convolution with 

the Gaussian kernel. 

SI = Image * Gaussian kernel (k) where k < size (Image)  

(2) 

Step 3: Variability is the absolute difference between an 

Image and smoothed image. 

V = │Image – SI │                                                             

(3) 

Step 4: Smoothed variability is the product of variability 

and Gaussian kernel. 
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SV = V * Gaussiankernel (k)                                              

(4) 

Step 5: Find the ratio between D and SV. 

R = D / SV                                                                           

(5) 

The mammographic image pixel value is changed by an 

average of the filter when R-value is larger than the 

threshold value, otherwise, preserve the original pixel 

value. The threshold value should be chosen so that only 

less than 10% of pixels in the original image were 

changed. ADMF reduce 80% of speckle from 

mammographic images. 

                  ,  

Fig 5. Result of noise removal for the image 

2.1.5. Find The Area Of Interest 

 

The varying size and shape of the pectoralis appear every 

time on the top south corner of the mammogram MLO 

view. The area of interest (AOI) is the rectangular area 

that contains pectoral muscles in mammographic images. 

The following procedure is used to determine the AOI. 

 

Scan the mammographic image left to right starting from 

the 100th row until to get the first zero pixels. 

The width of AOI is determined as the starting zero 

intensity pixel position rounded to a multiple of 8. 

The AOI height is determined as 2/3 the height of the 

mammographic image rounded to a multiple of 8. 

                   
  

Fig 6. Result of selection of AOI of pectoral muscles 

2.1.6. Pectoral Muscle Boundary Detection And 

Elimination 

Interpretation of mammographic images is one of the most 

difficult in radiology. The difference in intensities 

between different tissue regions is not clear in low-

contrast mammographic images. The top part of the 

pectoralis forms a sharp separation with the neighbour's 

low-concentration breast mass. The bottom part of the 

pectoralis forms an ill-defined boundary with the 

neighbouring breast tissue. Any automatic PMB detection 

algorithm deviates when mammograms with PMB have a 

fuzzy textural boundary with high-density glandular 

tissue. A major problem with unmanned PMB detection is 

having small size pectoral muscles. The performance of 

any PMB detection algorithm based on intensity is poor 

because of these reasons. The great promise of the Gabor 

filter is analysing images having specific frequency and 

direction.  The bottom part of the pectoral muscle forms 

an ill-defined texture edge with high-density glandular 

tissue corresponding to relatively low-frequency 

information. A compact high-frequency MDGF assembly 

is designed here to cover all orientations where all PMB 

edges be in. The high pass-band purifiers are used to 

extract high- and mid-frequency information correlated to 

the strong and weak-intensity PMB fringes. 

2.1.6.1 Multidirectional Gabor filter design 

A 2-Dimensional Gabor purifier in the geometric domain 

is defined as a curved wave modified with Gaussian 

function. These purifiers are sensitive to occurrence and 

direction and can be expressed as: 

 ℎ(𝑎, 𝑏) =
1

2𝜋𝜎𝑢𝜎𝑣
exp⁡(−

1

2
(
𝑎′

𝜎𝑎
2

2

+
𝑏′
2

𝜎𝑏
2⁡))exp⁡(j2πFa

′)         

(6)            

 Where 𝑎′⁡𝑎𝑛𝑑⁡𝑏′ are special coordinates rotated by an 

angle ∅ 

  𝑎′ = 𝑎 cos∅ + 𝑏 sin ∅                                                         

(7) 

 𝑏′ = −𝑎 sin 𝜑 + 𝑏 cos ∅                                                      

(8) 

                                

 Here   𝜎𝑎 =⁡(
𝜆

𝜋
) ∗ [

(2𝑆𝐹𝐵+1)

(2𝑆𝐹𝐵−1)
] ∗ √

𝑙𝑜𝑔2

2
                                 

(9)                                

 

            𝜎𝑏 =
𝜎𝑎

𝑆𝐴𝑅
                                                                 

(10) 

∅ = Gaussian plane orientation concerning the x-axis. 

F = Gabor bandpass filter centre frequency = 
1

𝜆
 

Spatial Frequency Bandwidth (SFB) = It is the response 

limit of a purifier defined as the occurrences of a given 

image vary from the preferred of occurrences F. 

All bandpass filters are compressed and contact each other 

in the frequency domain if the parameters satisfy the 

following two conditions.  

  2𝐿
2

𝜎𝑎𝑓𝑘
≥ 2𝜋𝑓𝑘 ⁡⁡                                                                

(11) 
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  And 

  
1

𝜎𝑎(𝑓𝑘−1)
+⁡

1

𝜎𝑎(𝑓𝑘)
≥ 𝑓𝑘−1 − 𝑓𝑘                                           

(12) 

Here the number of Gabor purifiers in the range of [0, π] 

is L and the centre frequency of kth purifier  fk  is given as 

⁡𝑓𝑘⁡ =⁡
𝑓0
2𝑘
⁄   , where 

𝑓0 = ⁡
3𝜋

4⁄  , and k = 0, 1, 2, and so on L-1 

The spatial Aspect Ratio (SAR) value for L=10 

orientations is obtained as: 

𝑆𝐴𝑅 =
𝜎𝑎

𝜎𝑏
⁡=⁡

3

𝑓𝑘
∗
𝜋∗𝑓𝑘

2∗10
 =0.472                                               

(13) 

The centre frequency of each sub-band for an image size 

N × N is 1 √ 2, 2 √ 2, 4 √ 2, and so on. Choose 
⁡𝑁√(2)

4
   as 

the maximum possible central frequency band to extract 

information from the high and medium frequency 

correlate to the strong and weak intensity fringes. For 

INbreast and DDSM the ROI is less than 1024 pixels 

wide. Therefore N = 512, and centre frequency 512 ∗ √ 2/4 

= 181.019 is rounded to 180 pixels/cycle. MIAS ROI is 

less than 256 pixels wide and therefore N = 128, and 

centre frequency 128 ∗ √ 2 / 4 = 45.248 is rounded to 44 

pixels/cycle. Observing three datasets of mammograms 

used in this research, PMB lies in these cases between 450 

to 900 orientations. To obtain edge information of PMB 

covering 450 to 900 range of orientation, three compact 

high-pass bandpass filters are developed. If the PMB 

orientation of any mammogram is less than 450, then an 

additional filter is used to cover it, but this will slightly 

increase the PMB detection algorithm's computational 

complexity. 

Convoluting AOI of the mammographic image with the 

projected 2-D Gabor purifier in the geometric domain 

obtain complex Gabor transform. 

 𝐺𝑇(𝐴𝑂𝐼) = 𝐶𝑜𝑛𝑣2[𝐴𝑂𝐼, ℎ(𝑥, 𝑦)]                                   (14) 

Using the complex GT (AOI) magnitude response (MR) 

and phase response (PR) are computed as follows: 

 𝑀𝑅(𝑥, 𝑦) =

√(𝑅𝑒𝑎𝑙(𝐺𝑇(𝐴𝑂𝐼)))2 + (Imagin(𝐺𝑇(AOI)))2      

                                                                                          

(15) 

 𝑃𝑅(𝑥, 𝑦) = tan−1[
Imagin(𝐺𝑇(AOI))

Real(𝐺𝑇(AOI))
]                                  

(16) 

The mask is analogous to the original place of the PMB 

area is obtained using the MR of the MDGF pool. The MR 

value is high for edges with high intensity tuned in the 

direction of the Gabor filter. At each pixel location 

maximum intensity values of all MRs give a maximum 

MR (MMR), MR contains only incomplete details about 

high and mid-frequency texture fringes and the remaining 

texture information is present in PR. PR can detect low-

intensity edges that can be used to find PMB correctly 

even if an edge is fuzzy. All strong and weak intensity 

fringes that fall within the pre-set range of orientations 

procure by coalescing the Laplacian of PRs corresponds 

to MDGFs. Two edges with different intensities are 

detected very close to each other in the combined PR. To 

merge these intensity edges morphological dilation 

followed by skeletonization was applied. To obtain the 

part of true PMB, combine MR and PR of true location 

PMB area. The Laplacian combine of PR yields an 

unbroken edge of the PMB if it has clear-cut intensity, 

otherwise gives broken edges. Broken edges are 

connected using boundary search and merge algorithms to 

obtain real PMB regions. 

               

            Fig 7. Result of pectoral muscles removal 

2.2.  Bank Of Gabor Filters For Features Extraction 

Gabor filter is a texture descriptor used to obtain features 

by analysing the image frequency domain. The Gabor 

function is a product of a complex sinusoidal wave and a 

Gaussian function. The central frequency of each 

Gaussian function is very important to ensure that it 

covers all frequencies of the image. The 2-Dimensional 

Gabor function for each image point (x, y) is 

𝑔(𝑥, 𝑦) = exp⁡ (−
𝑥′2+𝑦′2𝛾2

2𝜎2
) exp (𝑖 (2𝜋

𝑥′

𝜆
+ 𝜑))              

(17) 

Where 𝑥′ = 𝑥 cos 𝜃 + 𝑦 sin 𝜃 , and ⁡𝑦′ = −𝑥 sin 𝜃 +

𝑦 cos 𝜃, λ represent the wavelength of sinusoidal factor, θ 

represents the orientation of the normal to the parallel 

stripes of a Gabor function,  φ represents the phase offset, 

γ  represent the spatial aspect ratio, and σ represent the 

standard deviation of the Gaussian envelope. 

Smaller the value of σ higher the spatial resolution and the 

larger the value of σ lower the spatial resolution. The 

orientation parameter values are real in the range of ( 

0,⁡⁡𝜋⁡). If the phase offset parameter is 0,𝜋 then the filter 

is Centro symmetric, if −
𝜋

2
,
𝜋

2
 then the filter is anti-Centro 

symmetric. The accurate value of the feature is decided by 

scale and orientation parameter values. Different values of 

the parameters are used to generate different filters. The 
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image features are coefficients of higher-order statistical 

parameters obtained from the filtered images.  

 

          Figure 8: Flow diagram of the feature extraction 

method. 

 

Figure 8 shows the feature extraction method using the 

Gabor filter bank. The various steps of the feature method 

are as follows: 

 

1.  Obtain compression of the input image in the 

spatial domain by performing skipping 

quantization such that there should be no loss of 

information.  

2. Two-dimensional Gabor filters are obtained by 

setting values of scale, orientation, phase shift, 

threshold, and quantization. The number of 

filters depends on different values of these 

parameters.   

3. Convoluting decomposed images with a Gabor 

filter obtains the filtered image.  

4. Gabor features are obtained from these filtered 

images.  

5. Similar features obtained from different 

orientations in the same scale are merged to 

reduce the number of features. 

Extracted 32 Gabor features of each image from 32 Gabor 

filters obtained by varying orientation parameter values as 

0, 
𝜋

4
⁡ ,
𝜋

2
, 𝑎𝑛𝑑⁡

3𝜋

4
 , varying σ parameter values as 1 and 3, 

varying λ parameter values as 0 and ⁡
𝜋

2
, and varying γ 

parameter values as 0.05 and 0.5. In addition to Gabor 

features the following features are used to increase the 

accuracy further.  

Sobel edge: 2-D spatial gradient of the image is obtained 

by using the Sobel operator. It identifies a high spatial 

frequency area corresponding to the edge. It finds at each 

point of the image a gradient magnitude. 

The edge gradient magnitude is: 

 |𝐺| = √𝐺𝑥2 + 𝐺𝑦2⁡⁡                                                         

(18)               

The angle of orientation of the edge is: 

 𝜃 = 𝑎𝑟𝑐𝑡𝑎𝑛 (
𝐺𝑦

𝐺𝑥
)                                                              

(19) 

Roberts’s edge: The Roberts Cross operator finds the 2-D 

spatial gradient of an image. It identifies the area of the 

high frequency of an edge.  

The edge gradient magnitude is: 

 |𝐺| = √𝐺𝑥2 + 𝐺𝑦2                                                           

(20) 

The angle of orientation of the edge is: 

 𝜃 = 𝑎𝑟𝑐𝑡𝑎𝑛 (
𝐺𝑦

𝐺𝑥
) −

3𝜋

4
                                                      

(21) 

Scharr edge: Scharr edge is used to identify the gradient 

using the first derivative. It detects changes in pixel 

intensity and used a gradient along the X-direction as  

𝐺𝑥, and a gradient along the Y-direction as 𝐺𝑦.  

𝐺𝑥 = [
+3 0 −3
+10 0 −1
+3 0 −3

0] ∗ 𝐼   (22)   𝐺𝑦 =

[
+3 +10 +3
0 0 0
−3 −10 −3

] ∗ 𝐼      

                                                                                      

(23) 

The edge gradient magnitude is: 

 |𝐺| = √𝐺𝑥2 + 𝐺𝑦2                                                         

(24) 

The angle of orientation of the edge is: 

 𝜃 = 𝑎𝑡𝑎𝑛2(𝐺𝑦, 𝐺𝑥)                                                        

(25) 

Prewitt edge: Prewitt operator detects two edges, one 

along the direction of the X-axis and another along the 

direction Y-axis. It computes the approximate first 

derivative for changes in horizontal as Gx, and another 

for changes in the vertical direction as Gy. 

𝐺𝑥 = [
+1 0 −1
+1 0 −1
+1 0 −1

] ∗ 𝐼  (26)  𝐺𝑦 = [
+1 +1 +1
0 0 0
−1 −1 −1

] ∗ 𝐼  

(27) 

The edge gradient magnitude is:  

 |𝐺| = √𝐺𝑥2 + 𝐺𝑦2                                                           

(28)                 

The angle of orientation of the edge is: 

 𝜃 = 𝑎𝑡𝑎𝑛2(𝐺𝑦, 𝐺𝑥)                                                          

(29)        

Gaussian filter: The Gaussian Smoothing Operator 

performs the weighted mean of pixels surrounding to 

pixels' Gaussian distribution. It generates a template of 

values, and these values are applied to a group of pixels 
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image. 2DGausian function defines template values.  

G(x, y) =
1

2πσ2
exp {−

x2+y2

2σ2
}    (30) 

 Sigma defines the amount of blurring.  An approximation 

of a Gaussian function is the kernel:                   

 Gkernel =
1

16
[
1 2 1
2 4 2
1 2 1

]                                                    

(31) 

Median filter: Median filters are non-linear filters used to 

reduce random noise in an image. The image is filtered by 

replacing the median of the values in the input window. 

Median Img(x, y) = Intensity of middle pixel after 

arranging neighbour pixels in order by intensity value. 

  

100 255 100
100 255 100
255 100 100

 

At location (1, 1) value is 255 after applying the median 

filter value at location (1, 1) is 100. 

 

100 255 100
100 100 100
255 100 100

 

 

2.3.  Machine Learning Models 

Several Machine Learning algorithms are there to do the 

classification. Among these classification algorithms, 

ensemble learning algorithms are better to do the 

classification. The ensemble machine learning method is 

obtained by combining basic machine learning methods 

and producing an optimal predictive model. The breast 

masses are classified as normal, benign, or malignant in 

the proposed work ensemble ML methods random 

decision forest (RF), light gradient boosting machine 

(LightGBM), and extreme gradient boost (XGBoost) are 

used.  

Random Forest is an ensemble ML classifier containing a 

large number of decision tree classifiers. Each decision 

tree is applied to a subset of the dataset RF. The accuracy 

of RF is the average accuracy of all decision trees. The 

predictor and response vectors of the training dataset are 

X = x1, x2 …, xm, and Y = y1, y2 …, ym respectively. A 

random sample was selected with replacement from the 

training dataset repeatedly P times and fit in decision 

trees. 

For P = 1, 2 ..., p: 

1. Select a random sample (Xp, Yp) from the 

training dataset (X, Y) with a replacement.  

2. Train the tree fp using the training sample 

(Xp, Yp). 

The Light Gradient Boosting Machine algorithm is based 

on advanced ensemble technique boosting. It takes less 

time even if the data set is huge. It requires a differential 

loss function to convert a weak learner to a strong learner. 

For weak estimator F 

Loss = (𝑌 − 𝐹(𝑋))
2
                                                         (32) 

Negative gradient of loss −
𝜕𝐿

𝜕𝑥
⁡= ⁡−2⁡ × ⁡(𝑌 − 𝐹(𝑋))    

(33) 

Fit a weak estimator on (𝑋,
𝛿𝐿

𝛿𝑥
⁡) 

The XGBoost is an extreme gradient-boosting ensemble 

ML algorithm, is scalable, distributed gradient-boosting. It 

is built upon decision trees.  It has high predictive power 

and includes a variety of regularizations to reduce 

overfitting and improve overall performance. The training 

data set is {(𝑥𝑖 ⁡𝑦𝑖)}𝑖=1
𝐾 , an initial loss function(, 𝑓(𝑥)),  

number of weak learners N, and a learning rate  

Initial model is 𝑓(0)(𝑥) ⁡= ⁡ 𝑎𝑟𝑔𝑚𝑖𝑛⏟    
𝜃

⁡∑ 𝐿(𝑦𝑖 , 𝜃)
𝑘
𝑖=1             

(34) 

Final model is  𝑓(𝑁)(𝑥) = ⁡∑ 𝑓𝑛(𝑥)
𝑁
𝑛=0                                (35) 

3. Experimental Results and Discussion 

To analyse the proposed system performance publically 

available data set of all MIAS is considered for 

experimentation. The MIAS dataset contains 322 

mammogram images, among them 207 normal, 62 benign, 

and 53 malignant. The breast images of all MIAS data set 

contains artefacts, and these artefacts affect the prediction 

performance of ML classification techniques. To improve 

the proposed method's performance, the Otsu threshold 

method is used to remove artefacts from mammographic 

images. Some mammographic images of the dataset are in 

low contrast. The low-contrast breast images affect the 

features extracted and these features may reduce the 

performance of ML algorithms. This problem can be 

overcome in the proposed by applying the CLAHE 

method to breast images. Breast images of all MIAS 

datasets have speckle noise and this noise reduces breast 

image quality in diagnostic examinations. In this 

proposed method ADMF is used to reduce speckle 

noise. All most all mammographic images in the data set 

have pectoral muscles, due to the presence of these 

muscles, it becomes difficult for radiologists to interpret 

mammographic images. In this proposed work the 

pectoral muscles were detected and removed using 

MDGF. The performance of classification methods used 

in the proposed system is done using a confusion matrix 

(CM). A CM is a table of rows and columns, where rows 
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represent actual values and columns represent predicted 

values. 

True Positive: Predicted positive and it’s true. 

True Negative: Predicted negative and it’s true. 

False Positive: Predicted positive and it’s false. 

False Negative: predicted negative and it’s false. 

 

The CM is used to calculate the following parameters, 

and these are used to analyse the classification method 

performance. 

Accuracy: The ratio of the sum of real positives and real 

negatives to all observations in test data. This can be 

expressed as 

 Accuracy =  
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
                                                  

(36) 

The accuracy is used to judge the efficiency of the 

classification method. 

Error rate: The ratio of all incorrect predictions to all 

observations of test data. This can be expressed as 

 Error rate = 
𝐹𝑃+𝐹𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
                                                  (37) 

The model is best when the fault rate is 0.0 and worst 

when the fault rate is 1.0. 

Precision: The ratio of true positives over the total 

positives. This can be expressed as 

 Precision = 
𝑇𝑃

𝑇𝑃+𝐹𝑃
                                                               (38) 

This measure assesses the model rate of positive 

prediction. 

Recall: The ratio of true positives over actual positives. 

This can be expressed as 

 Recall = 
𝑇𝑃

𝑇𝑃+𝐹𝑁
                                                                   

(39) 

This measure assesses the ability of the model to identify 

the actual true results.   

 

F1score: The Pythagorean mean between recall and 

precision. This can be expressed as 

 F1score = 
2(𝑝∗𝑟)

𝑝+𝑟
                                                                 

(40) 

This score can be used as an overall metric that 

incorporates both precision and recall. 

Sensitivity: The ratio of correct positive prediction over 

total positives. This can be expressed as  

Sensitivity = 
𝑇𝑃

𝑇𝑃+𝐹𝑁
                                                             

(41) 

Specificity: The ratio of negative predictions over total 

negatives. This can be expressed as 

 Specificity = 
𝑇𝑁

𝑇𝑁+𝐹𝑃
                                                            

(42) 

Table 1 illustrate the performance metrics like accuracy, 

error rate, precision, recall, F1 score, sensitivity, and 

specificity of three ensemble machine learning methods 

RF. LGBM, and XGBoost. These metrics are taken for the 

sample size of 40, which gives the best metrics 

comparison with other sample sizes. Plot 1 illustrates the 

accuracy of the three ensemble machine learning methods 

RF, LGBM, and XGBoost, showing that all three 

ensemble ML techniques give the same best accuracy of 

0.9898 because optimised features are extracted using 

the Gabor filter and fed to these ensemble ML 

algorithms. Table 2 illustrates the various performance 

metrics of the RF ensemble learning method for different 

sample sizes. As the sample size increases the 

performance measures accuracy, precision, recall, F1 

score, sensitivity, and specificity also increase, but the 

error rate decrease as the sample size increases. 

Table 1. Performance metrics of ensemble learning methods RF, LGBM, and XGBoost. 

Metrics/Models Accuracy Error Rate Precision Recall F1 score Sensitivity Specificity 

RF 0.9798 0.0202 0.9798 0.9798 0.9798 0.98 0.9898 

LGBM 0.9798 0.0202 0.9798 0.9798 0.9798 0.98 0.9898 

XGBoost 0.9798 0.0202 0.9798 0.9798 0.9798 0.98 0.9898 
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Table 2.  Performance metrics of ensemble learning method RF for different samples. 

Data samples Accuracy Error Rate Precision Recall F1 score Sensitivity Specificity 

15 0.95 0.05 0.95 0.95 0.95 0.95 0.975 

20 0.953 0.047 0.953 0.953 0.953 0.953 0.9764 

25 0.96 0.04 0.96 0.96 0.96 0.96 0.98 

30 0.9666 0.0334 0.9666 0.9666 0.9666 0.9666 0.98333 

35 0.9714 0.0286 0.9714 0.9714 0.9714 0.9714 0.9857 

40 0.9798 0.0202 0.9798 0.9798 0.9798 0.98 0.9898 

 

 

Plot 1. Accuracy comparison for three ensemble learning Methods RF, LGBM, and XGBoos 

 

Plot 2. ROC curves of the XGBoost ensemble learning method. 

Discussion of XGBoost ensemble ML algorithm: It is highly flexible, faster than gradient boosting, uses parallel processing 

power, and supports regularization. However, its performance is not good on sparse and unstructured data, is outlier sensitive, 

and is hardly scalable. 

 

Plot 3. ROC curves of the LGBM ensemble learning method. 
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Discussion of LGBM ensemble ML algorithm: Its 

training speed is fast and has higher efficiency, and 

requires low memory. Its accuracy is better than other 

boosting algorithms. It is compatible with a huge amount 

of data and supports parallel learning. However, it can 

split the tree leaf-wise and produce complex trees and 

leading to overfitting.

 

Plot 4. ROC curves of the RF ensemble learning method. 

Discussion of RF ensemble ML algorithm: It is robust 

and stable and is less impacted by noise. RF can be used 

to solve the problems of regression and classification. It 

can work on both categorical and continuous data. It does 

not require feature scaling and handles non-linear 

parameters, missing values, and outliers. However, it 

creates more trees and combines their output and so 

requires more computational power and resources, and 

takes a longer time to train the model. 

 

Plot 5. Accuracy of the RF ensemble learning method 

for different data sample sizes. 

 

Plot 6. The error rate of the RF ensemble learning 

method for various data sample sizes. 

 

Plot 7. The precision of the RF ensemble learning 

method for various data sample sizes. 

 

Plot 8. The recall of the RF ensemble learning method 

for various data sample sizes. 
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Plot 9. The F1 score of the RF ensemble learning method 

for various data sample sizes. 

 

Plot 10.  The sensitivity of the RF ensemble learning 

method for various data sample sizes. 

Plot 11. The specificity of the RF ensemble learning 

method for various data sample sizes. 

Plot 5 to plot 11 shows the relationship between different 

data sample sizes and various performance metrics for RF 

ensemble machine learning algorithms. Plot 6 shows that 

as data sample size increases error rates are inversely 

proportional. Plot 5, plot 7- plot 11 show that the 

performance measure accuracy, precision, recall, F1 

score, sensitivity, and specificity are directly proportional 

to data sample size. Plot 2, plot 3, and Plot 4 illustrate the 

ROC curves of XGBoost, LGBM, and RF. The accuracy 

of all three ensemble machine learning algorithms is the 

same. When we compare individual class performance, 

the Random forest gives the best. 

 

4. Conclusion  

An efficient approach to detecting breast tumours at an 

early stage is screening mammograms. It is difficult for 

the radiologist to analyse the mammograms due to the 

presence of artefacts, noise, and pectoral muscles. This 

work effectively eliminated artefacts, noise, and pectoral 

muscles. This proposed GFEML technique used 

XGBoost, LGBM, and RF ensemble machine learning 

algorithms to categorise breast tissue as normal, benign, 

or malign. The experimental result shows that all three 

algorithms have the same accuracy. When comparing the 

individual class performance of three machine learning 

algorithms, the RF is the best.  
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