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Abstract: Facial Expressions are quite personalized and may look different for different individuals. Whereas there are certain facial 

muscles which shows some common features for certain human expressions across the cultures and facial shapes. Convolution Neural 

Network have shown tremendous success in Facial Expression Recognition task. In recent past many researchers have proposed multiple 

models with manageable size solution to Facial Expression Recognition task. In the current work, we have considered shape, complexion 

and other identity related information separate from certain specified muscle movements which are specific for emotion recognition. This 

is done by a novel Emotion-Generative Adversarial Network. This saves a lot of effort and simplifies the Facial Expression Recognition 

process. We then apply Scale Invariant Feature Transformation and vola john’s face extraction method for pre-processing and face image 

extraction from background.  This enables us to train our model accurately irrespective of scale, orientation, illumination etc and with very 

less training samples accurately. We feed the feature extracted facial image to an attention-based Convolutional Neural Network. This will 

ensure more emphasis on critical areas for expression recognition of facial image. Finally, we have used Local Binary Pattern for 

classification of the input image to a particular emotion class. We have tested our model on CK+, OULU- Casia and FER-2013 datasets 

and it is at par with performance of all major state-of-art models. Proposed model may be utilized by various automated interactive systems, 

such as robot to human communication, automated customer care systems etc. The proposed work may also be quite useful for observing 

reaction of viewers to a particular advertisement or article automatically and use this information for various purposes like user’s interest, 

product feedback etc. 
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1. Introduction 

Facial Emotion Recognition (FER) is a problem of great 

importance for various domains from Human- Robot and Human-

Computer interaction, Intelligent Marketing, AI based survey and 

Customer sentiment analysis for product enhancement to medical 

field like Automatic Depression detection, Post Traumatic Stress 

Disorder, Bi-Polar and other human psychological diseases 

detection and prevention. Specially in situations like COVID 

pandemic when the entire world was locked down and people 

including doctors are maintaining social distancing, and we spent 

more time with machines and computers, we felt the need of 

automatic diseases detection, more natural Human Computer 

Interaction, online counselling etc. For making any such system a 

reality, we need more robust and light weight models for automatic 

emotion recognition systems. In the current work we proposed a 

novel approach for automatic FER system which is robust to give 

good accuracy on images acquired in real-time and also it is light 

weight, so that it may be deployed as a mobile application or as a 

web-portal service. Facial image instead of being seen as a whole 

entity, we may look at as combination of identity and expression 

related information Fig-1. In the task of emotion recognition, 

identity related features may be avoided to make the input image 

light. Separating the Identity features and extract the emotional 

feature from the input facial image is possible using Generative 

Adversarial Network (GAN). Identity related features such as 

texture, hairstyle, beard, ornaments, any mark on face etc. are 

permanent and does not change frequently, whereas expression 

related features like eye and mouth regions are those which 

changes as per current mood and expression. 

 

 Fig-1: Facial Image: Identity + Expression 
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Separating identity related features will also reduce the size of 

input data and also save processing power on unnecessary 

processing of data which has nothing to do with emotion 

recognition. During preprocessing, multiple normalization 

techniques may further improve the FER accuracy. SIFT is one 

such transformation. Using SIFT image becomes independent of 

real time distortion and other issues during image acquisition. It 

makes the images scale and rotation invariant. SIFT also nullifies 

the low illumination problem during image acquisition. On this 

preprocessed image, we separate the facial image from background 

using Vola-John’s method. 

 Recently Attention-based Convolution Neural Network 

(A-CNN) models have achived a lot of popularity. It achieves high 

accuracy through attention mechanism. Attention mechanism 

apply more weights to the parts of the image which are more 

relevant for emotion recognition, such as mouth, eyes etc, and less 

weights to other features. This saves a lot of unnecessary 

processing and put efforts only towards the relevance areas of input 

face. An important miles stone in the field of computer based FER 

task is Paul Ekman’s Facial Action Coding System (FACS) and 

it’s Action Units (AUs) [41]. In FACS a systematic approach has 

been developed for expressions and related facial muscles. All-

important facial muscles are divided in AUs. These action units are 

then applied to classify a face to a particular emotion class. FACS 

has been used by many models since it’s inception and with the 

emergence of CNN, it’s limitation of intensive computation, which 

was impossible for general purpose computer has also been 

practically solved. 

1.1. Generator 

A Generative Adversarial Network (GAN) has two network 

components which competes with each other. The first network is 

Generator and other as Discriminator. Generator network 

generates a novel image by taking an Input image and a random 

number. It tries to generate a new realistic image which is of a new 

person. This may resemble with no existing person but an entirely 

new person’s image.  

1.2. Discriminator 

Once generator network generates an image for a given input 

image, it goes through the discriminator network. The major task 

of discriminator is to check if the image looks natural or not. it 

calculates the errors and gives feedback to the generator back. In 

this way it looks like a hide and seek game between the generator 

and discriminator. The game between generator generating an 

image and discriminator detecting true or false image continues, 

until generator is generating such a realistic image which looks like 

original to the discriminator. 

 

1.3. Linear Binary Pattern (LBP) 

LBP is a classifier which can easily being implemented using 

CNN. It works by analyzing local features of the image. In multiple 

FER studies it has been applied after FACS produces AUs to take 

AUs as input and use it for classification of image class. 

2. Related Work 

FER problem can be taken in different ways. [1] Kosti et al. has 

considered the surrounding information along with facial 

expressions for detecting and rather understanding the human 

emotion. They used EMOTIC dataset. There are 26 emotion 

categories in which images were segmented. They were able to 

distinguish these many emotions just because they are considering 

the surroundings also. Two CNN modules, one for Body feature 

extraction and other for entire image or surrounding feature 

extraction has been fused finally for complete emotion recognition 

task.In another work [2] , Li et al. have combined the LBP and 

Attention mechanism for feature detection in human facial image. 

They have collected images of 35 persons in the age range of 20 to 

25 years. They collected both RGB and depth images using MS 

motion sensors. They have also compared their results for CK+, 

JAFFE, FER 2013, OLULU datasets [3]. They have divided their 

work into four modules, viz: Preprocessing, Feature Extraction, 

Reconstruction and Classification. This work combined the CNN 

and LBP which further fed into attention network for classification. 

Wang et al., [4] proposed a system to detect expression from a 

single image only. For this purpose, they used SHIFT + CNN 

hybrid model. They considered color, texture and shape features 

for analyzing the image. For their experiments, they used CUHK, 

photo.net, EVA and Live IQ dataset and used probabilistic 

methods for their analysis. in his work H. Li et al. modeled a fusion 

network of 2D along with 3D FER. A probability-based estimation 

applied to fuse 2D with 3D features[5] [6].Two channel FER 

network has been proposed by Yang et al.. One using LBP and 

other using gray scale First shallow CNN used DeepID and other 

used VGG16 with trained on ImageNet dataset [7]. Then output of 

these are fused in weighted manner and softmax classification is 

done. In experiment they tested it on CK+, JAFFE, Oulu- CASIA 

which has given good results. They claimed that these two 

networks are complementary to each other. One is able to get local 

and other to get global features of FER. 

Mellouk & Handouzi in a survey paper have compared and 

reviewed various facial expression recognition techniques using 

Deep CNN [8]. In another work author Connie et al. proposed a 

comparison of dense and simple SIFT. It has further been 

compared with simple CNN and combinations of all these too [9]. 

They have  shown the supremacy of CNN + dense SIFT over all 

other options. An eGAN (Generative Adversarial Network) has 

been proposed by Lasri et al. which is being used to extract 

emotion components of the input facial image and map it to an 

identity free average face [10]. They use ResNet-101 as their base 

model, which was pre trained on ImageNet dataset. This identity 

neutral face is then fed into an attention-based CNN for Action 

Units detection which classify the expression using FACS. 

Xia et al., proposed a GAN which takes an image Ix and an 

expression fy as input and generate an output image Iy of the same 

identity with the input expression [11]. They modelled two stage 

GAN, Local and Global Perception based. [12]They emphasized 

on the local and global facial features which are crucial for emotion 

recognition. Global feature they worked on is texture. They have 

taken the Generator network from  [13] and Discriminator network 

from [14]. Further they employed an attention network. The output 

has been split into two parallel parts:  

a) Color Mask (C) and 

b) Attention Mask (M)  

Two local features they emphasized are eyes and mouth, as they 

are more important for Facial Emotion Recognition task. The local 

generator and discriminator works has been designed as follows: 

 

𝐺𝑙𝑜𝑐𝑎𝑙 = {𝐺𝑒𝑣𝑒 , 𝐺𝑚𝑜𝑢𝑡ℎ}………….. 
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and 

𝐷𝑙𝑜𝑐𝑎𝑙 = {𝐷𝑒𝑣𝑒 , 𝐷𝑚𝑜𝑢𝑡ℎ}………….. 

 

They have used Radboud Faces Dataset (RaFD) which consists of 

4824 images of size 681 x 1024 and it has been taken from 67 

participants under fully controlled laboratory conditions [15]. This 

dataset consists of pictures from 3 angels, but they have used only 

frontal images. 90% images has been used for training and 10% for 

testing. For checking the accuracy. [16] Here authors used two 

evaluation parameters viz: a) Inception Score (IS) and b) FID 

Score. Though they have claimed their model as efficient but they 

have not tested it on natural images taken in uncontrolled 

environment. Further, their model has been developed considering 

only 8 discrete emotions and there is no way to represent any 

natural emotion or different intensities of these 8 basic emotions. 

In [17], global feature space taken is the facial texture, whereas we 

know that there has to be correlation between different facial 

muscles which combinedly signifies an emotion. We also feel 

taking only ‘eye’ and ‘mouth’ in isolation can not accurately 

identify the overall facial expression. So few more facial reagons 

like Forehead, Chicks etc should also been considered for 

concluding an emotion. [18]They have used Paul Ekarman’s 

FACS (Facial Action Coding System), but have not used that 

completely. They have only taken few AU’s (Action Units) and 

concluded the emotion on that, which is not right. 

 [19] In this work authors Huang et al., focused on identity aware 

FER. They emphasized that if the difference between two person’s 

image with same emotion id D1 and same person with different 

emotions is D2, then ideally D2 should be greater than D1, but in 

practice with various state of the art methods, D1>D2. Hence 

Identity can not and should not be ignored while doing FER. In 

another work,[20] The authors have solved two core issues in this 

process: 1. Synthesizing a facial image of any emotion into all 7 

basic expressions, and 2. Deciding a proper matric for calculation 

differences between emotions in two images. First problem is 

solved by a Star GAN and second is addressed by a Deep CNN 

based network which calculates feature matric from both the 

images and a feature point distance based mahalanobis matric is 

used to calculate the difference. They have tested their method on 

CK+, Oulu, MMI, ISAFE, ISED datasets. [21]In this system 

instead of calculating the distance between feature points, they 

may have used discriminator network of GAN. As per our 

understanding, it could have given a better result.  

[22] Looking at the issues in identification of human facial 

expression, in this work Xie et al. have proposed a Two-branch 

Disentangled Generative Adversarial Network (TDGAN) model. 

[23]Unlike other models where they try to filter and suppress other 

irrelevant information, in this work they tried to use these features 

as well to extract facial expression.[24] A two-branch model one 

for expression and other for remaining features is made through 

GAN (Generative Adversarial Network). Two independent 

encoders taken the input for these two branches and then fused by 

two decoders. In another work [25] the GANs consists of generator 

and discriminator. Generator takes the expression related features 

and Impose on a sample face. There are two Discriminators one for 

face and other for expression. Facial discriminator is supposed to 

do classify different identities whereas expression discriminator 

conducts expression classification. [26]They have used GANs for 

two tasks, expression transfer as well as recognition. [27]They 

have been deviated from their main objective of FER and provided 

an additional expression transfer feature. This feature does not fit 

real on all faces.  

[24] In this work, Ali et al. have used facial images from four 

ethnic regions such as Japanese, Taiwanese, Caucasians, and 

Moroccans. For this purpose, they have taken three different 

datasets: Japanese female facial expression, Taiwanese facial 

expression image database, and RadBoud face database. [28]pre-

processing, they applied. In this LBP and PCA is being used. 

Further they proposed a noble approach to combine cross cultural 

data.[29] In this a feed forward binary neural network is proposed 

which uses tan sigmoid activation function. [30] Here the authors 

have proposed a classifier by combining NB and Bernoulli 

distribution classifier to identify five universal expressions, 

sadness, happiness, anger, fear, and surprise as output of the 

proposed system. As in almost all FER systems, in [31] the model 

also achieve highest accuracy for Happiness, then Surprise but for 

other expressions their model has shown quite low performance. 

The major limitation of their work is the process of combining 

multicultural facial images and extracting feature vectors from 

them. [28], [32] In this work they proposed a multi-modal recurrent 

attention network which uses multi modal video recordings such 

as color, depth and thermal for facial expression recognition task. 

Depth and thermal features has been used as guidance priors. 

[33]An attention mechanism helped in focusing on emotion rich 

regions. The authors proposed a Multi-modal Arousal Valence 

Facial Expression Recognition (MAVFER) model for FER task 

using all three types of video data. This model takes these videos 

with their continuous arousal valance scores.  

[34]The authors points out the limitation of categorical FER 

techniques (where we just take few categories of emotion like 

happy, surprise, sad, disgust etc) and emphasized on continuous 

emotion classes apart from the seven basic emotion categories. For 

this they have used two domains named Arousal and Valance. 

Arousal represents the level of engagement whereas valance 

represents the overall positive or negative feelings. In another 

work. [35] the process starts with special encoder network, which 

extracts frame by frame features which in turn fed into temporal 

decoder network which finds ‘where’ and ‘what’ of these features. 

[36]Authors proposed a novel Attention Guided Long Short Term 

Memory (AG-LSTM) to detect spatiotemporal emotionally active 

facial regions. Lastly it passes through a 3D-CNN for processing 

sequential data and emotion recognition. In this work, they have 

also made their multimodal dataset public and named it as 

MAVFER. [37]This model performed well on both RECOLA, 

SEWA and AFEW benchmarks   

[38] In this work, Zhang et al. have done Facial emotion 

recognition, synthesis and face alignment in one model. The 

proposed model is combination of three networks: i. face 

alignment network, ii. Face synthesis network and iii. Facial 

emotion recognition. Face alignment network has two subnetworks 

L and Cg. These subnetworks are kept subsequent to each other. L 

identifies the landmarks using MSE (Mean Square Error). These 

landmarks are then fed into face synthesis phase as geometric code 

and as geometric information to FER network. [39] Another work 

where face synthesis network is further divided into two 

subnetworks, a generator formed by encoder and discriminator 

formed by decoder. The generator takes input features such as 

eyes, mouth, eyebrows, mouth etc and generates local and global 

identity features. These features are combined with expression 

code and geometry feature codes to model face. This model face is 

kept improving by the hide and seek game between generator and 
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discriminator. Finally the FER network classifies the expression on 

real and model image. They have tested this model on three 

datasets 1) Multi-PIE, 2) BU-3DFE, and 3) SFEW and it has shown 

satisfactory results.  

[7] Here Yang et al. proposed a weighted mixture deep neural 

network (WMDNN) which uses VGG16 and DeepID CNNs and 

finally fused their outputs by a weighted network where softmax 

classifier is being used for final facial emotion classification. After 

several pre-processing like rotation, augmentation, rectification 

and face detection, the global expression related features are 

extracted by VGG16 network which takes the pre-processed 

grayscale facial images. The corresponding Local Binary Pattern 

(LBP) are obtained parallelly by DeepID network. This proposed 

model has been tested on ‘‘CK+’’, ‘‘JAFFE’’ and ‘‘Oulu-CASIA’’ 

datasets and the accuracy obtained are 0.970, 0.922, and 0.923 

respectively. The authors have used existing networks and have 

done a little finetuning in the parameters. Finally their major 

contribution is the late weighted fusion network which used 

softmax classifier foe emotion class identification.  

[40] In this work, the authors Yan et al. proposed a facial 

expression deep synthesis and recognition method. There are two 

networks first to generate facial images with different expressions 

using facial expression synthesis generative adversarial network 

(FESGAN) to increase the images in the input dataset, second 

CNN to detect facial expression on theses images which also uses 

the learning of FESGAN. Lastly the classification loss is fed back 

to finetune the GAN of FESGAN network using RDBP (Real 

Data-guided Backpropagation). They have tested their model on 

CK+, Oulu-CASIA and MMI datasets and satisfactory 

performance has been achieved. The major contribution of this 

work is towards generating images of same identity with different 

expressions and also generating new identities by changing latent 

face representation by random vector from prior distribution. This 

adds up a big number to the existing number of ladled images in 

the existing datasets. Using GANs they have achieved this and 

which in turn improved their model performance. 

3. Methodology 

Processing large size images through deep convolution networks 

requires high computing power and it usually takes a lot of time. 

For this reason, we have tried working on preprocessing our input 

image using an Expression Generative Adversarial Network (E-

GAN), SIFT and Vola-John’s model. Input to the proposed system 

will be a facial image Iin. During experiments authors have 

observed that instead of using image pixels directly, providing 

additional information such as facial landmarks and Histogram of 

Gaussian (HoG) improves the result significantly. To get this 

additional information, first authors have detected the face in the 

input image using vola-john’s face detection algorithm and get 

facial landmarks. Then authors have calculated HoG and input it 

to A-CNN (Fig-2) 

 

 
Fig-2: Steps Involved in Proposed FER Model 

 

Facial image data can be quite noisy and there may be many 

unwanted things present in the background. To deal with this 

authors have applied vola-johns facial image detection algorithm 

which by far extent reduces the image size and enhances the 

emotion recognition accuracy. Then this facial image is fed into an 

EGAN (Fig-2). The purpose of this is to separate out the identity 

and expression related features from the input facial image. To 

recognize facial expression, one does not require the identity 

related information such as ornaments like earrings, googles etc 

and also features like facial texture, eye color etc. So, authors have 

removed these unnecessary details and kept the remaining features, 

which are relevant to emotion recognition task. For this purpose, 

the proposed novel E-GAN network takes two images Iin and Iavg 

as input. The generator network generates a facial image taking 

identity features from Iavg and expression information from Iin. 

Then this average expression image IAE is being sent to 

discriminator network. Discriminator then tries to identify the 

expression difference between Iin and IAE and report it back to the 

generator. Generator on the other hand finetunes itself to meet the 

expectation and bluff the discriminator. This process continues 

until discriminator finds almost no difference in the expression of 

IAE and Iin. In this way the novel E-GAN network generates an 

identity free expression image for further processing. 

Thereafter this identity free image is fed into Attention based Deep 

CNN network. Here through attention mechanism, authors put 

more weight on regions of greater importance such as Eyes, 

Mouth, Forehead etc. This significantly reduces the processing 

data and improves the expression detection results. The Deep CNN 

network basically tries to find AUs which was proposed in FACS 

[41]. These AUs are then fed into LBP. Finally, it classify the 

emotion class among 7 basic emotions: Anger, Happy, Disgust, 

Sad, Surprise, Neutral  and Fear using LBP classifier. The final 

output of the proposed model is this expression information which 

tells about the current state of mood of the person in input image 

Iin. 

 

4. Experimental Result and Discussion 

Facial expression is a continuous data, though the major 

expressions may be classified into seven basic emotions. The FER 

Input Facial Image

E-GAN

IAE

SIFT

Attention based CNN

LBP
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task is quite complex for a computer and achieving acceptable 

accuracy is quite tricky. 

The flow of data in the current proposed model can be seen in 

Fig-3. The process starts with an input image and a average facial 

image.

 

Fig-3: Proposed FER Model 

The major part of the proposed model is Expression Generative 

Adversarial Network (E-GAN). This E-GAN model is responsible 

for separating out emotion and identity related features. For this E-

GAN takes two images Iin and Iavg as input and produces and 

identity free average expression only image IAE (Fig-4). The 

advantage of such an image is it does not have additional specific 

identity related features remains in the input image. This saves a 

lot of processing efforts and time. This type of input image has also 

shown better expression recognition than other state of art models 

on the datasets used in this study.  

 

 

 

 

Input Face 

      (Iin) 

 

 

                  Avg. Expression  

         Face (IAE) 

 

Average Face 

       (Iavg) 

Fig-4: Expression GAN 

 

IAE is further passed through SIFT (Fig-5), which in turn normalize 

the rotational, scaling, illumination etc. This solves the problem of 

ill posed images and also issues with image acquisition. After this 

step images gets normalized and better ready for FER task.  

 

 

 

 

 

 

 

Avg. Expression     Preprocessed 

 Face          Face 

      

 

Fig-5: Scale Invariant Feature Transformation (SIFT) 

 

Finally facial image will be separated from the background using 

Vola-John’s face detection algorithm (Fig-6). After this step, an 

identity less normalized facial image is being obtained. This light 

weight facial image is now fit for the A-CNN. 

 

 

Fig-6: Vola-John’s Face Detection 

 

Proposed A-CNN model now processes this identity free 

normalized facial image and detect the AUs. As shown in Fig-7, 

the A-CNN has multiple dropouts to avoid overfitting and the 

attention module to put more weight on more relevant parts of the 

face. By this way, FER becomes more accurate. 

 

 

 

 

 
Fig-7: Attention based CNN 

 

The concept of attention module can be better understood by a 

heatmap (Fig-8). The heatmap showing relevant regions for angry 

face (Fig-8: upper half) and happy face (Fig-8: lower half) from 

FER-2013 dataset. 

 

                                   
Fig-8: Heat Map of Attention Region 

 

One can easily observe from the heat map in Fig-8 that for happy 

face, mouth region has gained more attention, whereas for an angry 

face eye’s region has gained maximum attention. 

 

4.1. Results on CK+ dataset 

The CK+ dataset has categorized 593 images of 123 subjects into 

six expression categories, viz: Anger, Happy, Disgust, Sad, Fear 

and Surprise. Authors have tested the model on this dataset and 

achieved quite good results. The corresponding confusion matrix 

has been shown in Table-1. 

 

Table-1: The Confusion Matrix for CK+ dataset 

 Anger Disgust Fear Happy Sad Surprise Neutral 

Anger 0.96 - - - 0.02 - 0.02 

Disgust - 0.99 - - - - 0.01 

Fear - - 0.93 0.04 - - 0.03 

Happy - - - 1.00 - - - 

Sad 0.04 - - - 0.83 - 0.13 

Surprise - - - - - 0.97 0.02 

Avg. Image 
with same 
Expression

SIFT Features
Attention 

CNN
Action Units

LBP 
classification

E-GAN 

SIFT 
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Neutral - - - - - - 0.99 

 

4.2. Results on Oulu- CASIA dataset 

This is another open access dataset with 80 subject’s 2880 images. 

Labelled with the same six labels as in CK+, i.e.  Anger, Happy, 

Disgust, Sad, Fear and Surprise. The proposed Model has 

outperformed almost all state of art models on this dataset aalso. 

The confusion matrix for this dataset can be found in Table-2. 

 

Table-2: The Confusion Matrix for oulu-CASIA dataset 

 Anger Disgust Fear Happy Sad Surprise Neutral 

Anger 0.95 - - - 0.02 - 0.02 

Disgust - 0.89 - - - - 0.01 

Fear - - 0.90 0.04 - - - 

Happy - - - 0.96 - - 0.03 

Sad 0.04 - - - 0.90 - - 

Surprise - - - - - 0.93 0.02 

Neutral - - - - - - 0.95 

 

4.3. Results on FER-2013 dataset 

This is one of the most famous dataset. This is because the images 

are taken in real-world conditions, for example images are taken in 

uneven illumination and few images are occluded too. In total 

28709 training and 3589 testing images are kept in this dataset. 

Propose EGAN model has shown considerably effective results on 

this dataset too. The corresponding confusion matrix is shown in 

Table-3. 

 

Table-3: The Confusion Matrix for FER-2013 dataset 

 Anger Disgust Fear Happy Sad Surprise Neutral 

Anger 0.96 - - - 0.02 0.02 - 

Disgust - 0.88 - - - 0.02 - 

Fear - - 0.94 0.04 - 0.02 - 

Happy - - 0.07 0.95 - - - 

Sad - - 0.01 - 0.90 - 0.04 

Surprise - - 0.05 - 0.02 0.93 0.02 

Neutral 0.02 - 0.03 - - -3 0.94 

 

The performance of proposed EGAN model on all these public 

datasets are quite good. Specially expressions like Happy, Disgust 

and neutral are quickly identified and are quite accurate every time. 

The convergence of the proposed model is also tested. With 

increase in number of epochs, the accuracy (red) -loss (green) 

graph for all three datasets can be seen in Fig-9.a for the 

convergence on CK+ dataset, 9.b on Oulu-CASIA and 9.c on FER-

2013 dataset. 

 

 
Fig-9(a): Accuracy-Loss graph for CK+ 

 

 
Fig-9 (b): Accuracy-Loss graph for Oulu-CASIA 

 

 

 
 

Fig-9(c) Accuracy-Loss graph for FER-2013 

 

This shows that our model has shown accurate detection of almost 

all 7 basic expressions. With increase in epoach up to a certain 

number accuracy is increasing and loss is decreasing. After a 

certain limit, further increase in epoach results are not improving.  
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5. Conclusion & Future Work 

FER using nobel E-GAN has shown quite impressive outcomes. 

Separating out the Identity and Expression related features has 

shown a promising impact on the efficiency of proposed model. 

Authors have tested this FER system on CK+, OULU- Casia and 

FER-2013 datasets. The A-CNN model has also processed the 

image quite effectively and classified the expression with almost 

accuracy using LBP. Except FER-2013, both the datasets used in 

this study, have laboratory controlled front facial images, hence 

authors are not sure how the model will perform for real time 

images in the wild. In future the model can be extended for facial 

images in the wild. 
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