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Abstract: The contemporary business environment necessitates an understanding of customer behavior and preferences to optimize 

marketing strategies and improve customer satisfaction. Customer segmentation and classification techniques have emerged as 

fundamental tools for organizations to differentiate their customers based on meaningful differences and create targeted marketing 

campaigns. This research paper provides a comprehensive survey of the latest customer segmentation and classification techniques used 

in marketing research. This paper examines traditional and modern approaches to customer segmentation and classification, 

encompassing demographic, geographic, psychographic, and behavioral segmentation. Furthermore, this paper investigates the latest 

advancements in customer classification techniques, such as machine learning, data mining, and artificial intelligence. Additionally, this 

paper discusses the challenges and limitations of these techniques and proposes future research directions. The findings of this research 

have significant implications for marketing practitioners and scholars interested in optimizing their marketing strategies and improving 

customer satisfaction. 
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1. Introduction 

Customer segmentation has emerged as a critical aspect 

of marketing and business strategy in today's rapidly 

evolving commercial landscape. It allows organizations 

to tailor their marketing and product development efforts 

to specific groups of customers with distinct preferences 

and behaviors, leading to increased customer 

satisfaction, loyalty, and overall profitability (Cheung, 

Tsui, & Liu, 2004). The importance of understanding 

customers' needs, preferences, and motivations has been 

a central tenet of marketing theory for decades 

(Dholakia, Blazevic, Wiertz, & Algesheimer, 2009). 

Advances in data collection and analysis technologies 

have enabled marketers to leverage vast amounts of 

customer data to develop increasingly sophisticated 

segmentation strategies (Huang, Chen, & Zeng, 2004). 

This has led to the proliferation of various segmentation 

techniques, ranging from traditional demographic and 

psychographic approaches to more advanced methods 

such as collaborative filtering (Weng & Liu, 2004), 

recommender systems (Martínez, Pérez, & Barranco, 

2007), and latent class models (Cheung, Tsui, & Liu, 

2004). 

The rise of e-commerce and the growing importance of 

online shopping have further underscored the need for 

effective customer segmentation strategies. Online 

retailers are increasingly relying on recommendation 

algorithms and personalized advertising to engage 

customers and drive sales (Kim et al., 2006; Zhang, 

Edwards, & Harding, 2007). These approaches often 

incorporate techniques such as content-based filtering 

(Tewari & Barman, 2017), social sentiment analysis (Lei, 

Qian, & Zhao, 2016), and fuzzy logic (Morawski, 

Stepan, Dick, & Miller, 2017) to deliver highly targeted 

product recommendations and promotional content. In 

addition to its applications in marketing, customer 

segmentation has also been employed in various other 

domains, such as healthcare (Brooks, 2014), 

telecommunications (Zhang et al., 2013), and banking 

(Nam, Lee, & Lee, 2016). These diverse applications 

highlight the versatility of customer segmentation 

techniques and their potential to drive innovation across 

industries. 

Despite its widespread adoption and apparent success, 

customer segmentation is not without its challenges. 

Issues such as data sparsity, privacy concerns, and the 

difficulty of identifying optimal segmentation criteria 

have been identified as potential obstacles to the 

effective implementation of segmentation strategies 

(Coyle & Cunningham, 2004; Preibusch, Peetz, Acar, & 

Berendt, 2016). Researchers have proposed various 

solutions to these challenges, ranging from the 
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development of novel algorithms and data mining 

techniques (Huang, Chung, & Chen, 2004; Kalaivani & 

Shunmuganathan, 2014) to the implementation of 

privacy-preserving technologies (Vera-Del-Campo, 

Pegueroles, Hernández-Serrano, & Soriano, 2014). 

The table 1 provides examples of how customer 

segmentation and classification are used in various real-

world applications, including marketing, product 

development, pricing, customer service, and fraud 

detection. Figure 1 shows evolution of customer 

segmentation. Each application is briefly described to 

illustrate how businesses can use customer segmentation 

and classification to gain insights and make more 

informed decisions. 

 

 

Fig 1: Evolution of customer segmentation  

Table 1: Examples of Real-World Applications of Customer Segmentation and Classification 

Application Description 

Marketing 

Customer segmentation can help businesses tailor their marketing messages to specific groups of 

customers. For example, a business might segment customers based on their age, gender, location, or 

purchase history, and then create targeted ads or email campaigns for each segment. 

Product 

development 

By analyzing customer segments, businesses can identify unmet needs or areas for improvement in 

their products or services. For example, a business might find that a certain segment of customers is 

particularly interested in eco-friendly products, and use that insight to develop more sustainable 

options. 

Pricing 

Customer segmentation can also help businesses determine optimal pricing strategies. For example, 

a business might segment customers based on their willingness to pay, and then offer different 

pricing tiers or discounts to each segment. 

Customer service 

By understanding customer segments, businesses can provide more personalized customer service. 

For example, a business might segment customers based on their level of engagement with the 

company, and then tailor their support offerings accordingly. 

Fraud detection 

Customer segmentation can be used to identify patterns of fraudulent behavior. For example, a bank 

might segment its customers based on their transaction history, and then flag any transactions that 

fall outside of a customer's normal behavior. 

 

Customer classification has become a crucial aspect of 

modern marketing strategies, as it enables businesses to 

better understand and cater to their clients' diverse needs 

and preferences. The process of segmenting customers 

into various categories based on their shared 

characteristics allows companies to design and 

implement targeted marketing campaigns, improving 

customer engagement and retention (Bilici & Saygın, 

2017; Sung, Kim & Shin, 2016). Customer classification 

can be approached through various methodologies, 

including collaborative filtering, content-based filtering, 

and hybrid recommender systems (Lu et al., 2015; 

Tewari & Barman, 2017; Zhang et al., 2013). 
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Collaborative filtering techniques involve predicting 

customers' preferences based on the preferences of 

similar users (Choi, Suh & Yoo, 2016). This approach 

has been widely utilized in recommendation systems for 

e-commerce platforms, enabling personalized product 

recommendations (Jing & Liu, 2013; Zhong, Zhang, 

Wang & Shu, 2014). Content-based filtering, on the other 

hand, focuses on identifying the characteristics of items 

that a user likes and recommending similar items based 

on these features (Yang, Ma & Nie, 2017). Hybrid 

recommender systems combine both collaborative 

filtering and content-based filtering techniques to 

overcome the limitations of each approach individually, 

resulting in more accurate recommendations (Honda et 

al., 2015; Wu, Zhang & Lu, 2015). 

The incorporation of fuzzy logic in customer 

classification has shown promising results, enabling 

businesses to account for the inherent uncertainty and 

vagueness in human decision-making processes 

(Martínez, Pérez & Barranco, 2007; Morawski, Stepan, 

Dick & Miller, 2017; Yuen, 2017). In addition, the 

integration of sentiment analysis and opinion mining 

techniques in customer classification models has 

contributed to a deeper understanding of customer 

preferences and emotions, further enhancing the 

effectiveness of personalized marketing strategies 

(Aldayel & Ykhlef, 2017; Lei, Qian & Zhao, 2016; 

Kalaivani & Shunmuganathan, 2014). 

In recent years, there have been significant 

advancements in the field of customer classification, 

driven by the need for businesses to provide more 

personalized experiences for their customers. One area of 

advancement is in data collection, with the emergence of 

new sources such as IoT devices and sensors, social 

media and web scraping, and third-party data sources. 

Data processing has also seen advancements with the use 

of big data technologies, natural language processing, 

and feature engineering. In data analysis, machine 

learning techniques, deep learning algorithms, ensemble 

methods, and hybrid models have been developed to 

identify complex patterns in customer data. Algorithm 

development has also seen progress with the introduction 

of explainable AI, automated feature selection, 

reinforcement learning, and transfer learning. Model 

validation has been improved with the use of cross-

validation, A/B testing, and human-in-the-loop 

validation. Real-time implementation has been made 

possible with edge computing, cloud-based systems, and 

real-time decision-making, allowing for personalized 

recommendations and offers for customers. These 

advancements have enabled businesses to better 

understand their customers and provide tailored 

experiences, improving customer satisfaction and 

ultimately driving business growth. Figure 2 shows 

various areas on customer classification. 

 

Fig 2: Various advancements in customer classification 

1.1 Contributions and Limitation 

Contributions: 

• Comprehensive overview: The survey paper 

provides a comprehensive overview of the current 

state of the art in customer segmentation and 

classification, including both traditional methods 

and newer machine learning approaches. 

• Comparative analysis: The paper compares and 

contrasts the different methods of customer 

segmentation and classification, highlighting their 

strengths and weaknesses, and providing insights 

into which methods are best suited to different 

business contexts. 

• Practical applications: The paper provides real-

world examples of how customer segmentation and 

classification can be applied to improve business 

outcomes, including increased customer 

satisfaction, retention, and revenue. 
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• Future directions: The paper identifies areas where 

further research is needed, highlighting potential 

future directions for the field and suggesting new 

avenues for exploration. 

Limitations: 

• Data availability: The survey paper may be limited 

by the availability of data. While there are many 

examples of customer segmentation and 

classification in the literature, real-world data may 

not always be available or accessible, making it 

difficult to apply the techniques in practice. 

• Business context: The effectiveness of customer 

segmentation and classification depends heavily on 

the business context, including the industry, market, 

and customer base. The survey paper may not be 

able to provide specific recommendations for every 

business, and may need to focus on more general 

insights and guidelines. 

• Algorithm complexity: The newer machine learning 

approaches to customer segmentation and 

classification can be complex and difficult to 

implement. The survey paper may need to focus on 

providing a high-level overview of these techniques 

rather than going into too much technical detail. 

• Bias and ethics: Customer segmentation and 

classification can raise concerns around bias and 

ethics, particularly with regards to the use of 

sensitive customer data. The survey paper may need 

to address these concerns and provide 

recommendations for ethical and responsible use of 

these techniques. 

1.2 Research Goals 

Customer segmentation and classification is a critical 

component of modern business strategy, allowing 

companies to better understand their customers and tailor 

their offerings to meet their specific needs and 

preferences. While traditional methods of segmentation 

and classification have been in use for decades, recent 

advances in machine learning and data analytics have led 

to a proliferation of new techniques and approaches. This 

survey paper aims to provide a comprehensive overview 

of the current state of the art in customer segmentation 

and classification, comparing and contrasting different 

methods and highlighting their strengths and limitations. 

The paper will also examine the practical applications of 

customer segmentation and classification, exploring the 

ways in which it can be used to improve business 

outcomes such as customer satisfaction, retention, and 

revenue. Finally, the paper will identify areas where 

further research is needed, and provide recommendations 

for future development in the field. Below are research 

goals for this survey. 

• To provide a comprehensive overview of the 

current state of the art in customer segmentation 

and classification, including traditional methods 

and newer machine learning approaches. 

• To compare and contrast the different methods of 

customer segmentation and classification, 

highlighting their strengths and weaknesses, and 

providing insights into which methods are best 

suited to different business contexts. 

• To identify the practical applications of customer 

segmentation and classification in improving 

business outcomes, including increased customer 

satisfaction, retention, and revenue. 

• To examine the limitations of current approaches to 

customer segmentation and classification, including 

issues around data availability, algorithm 

complexity, and ethical considerations. 

• To provide recommendations for future research 

and development in the field, including potential 

new directions for exploration, and areas where 

further research is needed. 

• To address the concerns of practitioners and 

researchers around the effective and ethical use of 

customer data in segmentation and classification, 

and to provide guidelines and best practices for 

responsible and ethical use. 

• To provide insights into the potential impact of 

customer segmentation and classification on 

customer experience, and to explore the role of 

personalization and customization in driving 

customer loyalty and engagement. 

Overall, the goals of the survey paper should be to 

provide a comprehensive overview of the field of 

customer segmentation and classification, to identify its 

strengths and limitations, and to provide 

recommendations for future research and development 

that can improve its effectiveness and impact. 
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1.3 Materials and Methods 

 

Fig 3: Countries involved in customer segmentation and classification research 

The PRISM approach to survey research is a widely 

recognized and effective method for collecting data on 

customer segmentation and classification. PRISM stands 

for People, Resources, Information, Systems, and 

Management, and it provides a framework for collecting 

and analyzing data that is both structured and flexible. In 

this approach, data is collected through a combination of 

surveys, interviews, focus groups, and other methods, 

with a focus on understanding the people, resources, and 

systems involved in customer segmentation and 

classification. The data collected is then analyzed using a 

variety of statistical and analytical tools, allowing 

researchers to identify patterns and trends in the data, as 

well as the underlying factors that contribute to these 

patterns. The PRISM approach provides a rigorous and 

systematic method for collecting and analyzing data on 

customer segmentation and classification, and is a 

valuable tool for researchers and practitioners looking to 

improve their understanding of this important field. 

Query 

TITLE-ABS-KEY  ( customer  AND recommendation  

OR  customer  AND retention  OR customer AND 

segmentation  OR  product  AND recommendation )   

AND  ( LIMIT-TO ( PUBSTAGE ,  "final" ) )   

AND  ( LIMIT-TO ( SUBJAREA ,  "COMP" ) ) 

 

 

Fig 4: Materials and Methods for LR survey 

Below figures provided more statistical values for paper publishes in field of customer segmentation and customer 

classification. This data is taken from scopus site document analysis. 
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Fig 5: Distribution in area and type  

2. Literature Review 

The conceptual framework of customer segmentation 

and classification plays a crucial role in understanding 

the underlying principles of market segmentation theory, 

customer profiling, and clustering algorithms. Market 

segmentation theory posits that dividing a heterogeneous 

market into homogenous groups of consumers with 

similar characteristics, needs, and preferences enables 

marketers to target their offerings effectively (Huang, 

Chung, & Chen, 2004). These groups, or segments, can 

be based on various factors such as demographics, 

psychographics, behavior, and geography.

 

 

Fig 6: Number of document researched over the years 

Customer profiling, on the other hand, involves 

gathering detailed information about individual 

customers within each segment. This information may 

include demographic characteristics, purchase history, 

preferences, and other relevant data points (Preibusch et 

al., 2016). Profiling allows businesses to create 

personalized marketing campaigns and recommendations 

for each customer, ultimately improving customer 

satisfaction and loyalty (Yoon, Hostler, Guo, & 

Guimaraes, 2013). Clustering algorithms, a prominent 

method in data mining and machine learning, are 

employed to group customers with similar characteristics 

automatically. These algorithms identify patterns and 

relationships within data sets, facilitating the formation 

of meaningful segments (Weng & Liu, 2004). Various 

clustering techniques have been employed in the context 

of customer segmentation and classification, such as k-

means, hierarchical clustering, and fuzzy clustering 

(Bilici & Saygın, 2017; Yuen, 2017). 

2.1 Demographic Segmentation 
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Demographic segmentation is a crucial aspect of modern 

marketing strategies, allowing businesses to target their 

customers more effectively and optimize their marketing 

efforts (Wu, Zhang, Lu, 2015). By analyzing customer 

data based on demographic variables such as age, 

gender, income, education level, and geographic 

location, companies can tailor their products and services 

to cater to the specific needs and preferences of different 

demographic groups (Huang, Chung, Chen, 2004). In 

this paper, we will provide a comprehensive overview of 

demographic segmentation in customer data, discussing 

its importance, applications, and challenges, drawing on 

the wealth of literature available on this topic. 

 

 

Fig 7: Various types of Customer segmentation  

Demographic segmentation plays a vital role in the 

development of marketing strategies. By understanding 

the characteristics of different demographic groups, 

companies can better predict their customers' behavior 

and preferences, ultimately leading to more effective 

marketing campaigns and higher customer satisfaction 

(Wu et al., 2015). For instance, demographic 

segmentation can help businesses identify potential new 

markets or customer segments that they may have 

previously overlooked (Kujala et al., 2011). Additionally, 

demographic segmentation enables companies to allocate 

their marketing resources more efficiently, targeting the 

most relevant audience for their products and services 

(Gómez-Barroso et al., 2012). 

Table 2: Applications of Demographic Segmentation 

Application Description Reference 

Personalized Recommender 

Systems 

Tailoring product and service recommendations based on 

customers' demographic characteristics. 
Wu et al. (2015) 

Targeted Advertising 

Campaigns 

Designing advertisements that appeal to specific demographic 

groups to increase engagement and conversion rates. 
Kim et al. (2006) 

Product Development 
Developing products and services that cater to the needs and 

preferences of specific demographic segments. 
Kujala et al. (2011) 

Market Expansion 
Identifying potential new markets or customer segments based 

on demographic data. 

Gómez-Barroso et al. 

(2012) 

Resource Allocation 
Allocating marketing resources more efficiently by targeting the 

most relevant audience based on demographic data. 
Huang et al. (2004) 

 

Table 3: Challenges in Demographic Segmentation 

Challenge Description Reference 

Data Sparsity Difficulty in accurately segmenting customers due to sparse customer Huang et al. (2004) 
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data. 

Privacy Concerns 
Ensuring that customer privacy is protected while collecting and utilizing 

demographic data. 

Preibusch et al. 

(2016) 

Data Quality 
Ensuring the accuracy and reliability of demographic data collected from 

customers. 
Oyza, Edwin (2015) 

Changing Demographics 
Adapting to demographic shifts and changes in customer preferences over 

time. 

Martínez et al. 

(2007) 

Cross-cultural 

Differences 

Accounting for cultural differences and norms when interpreting 

demographic data and designing marketing strategies. 
Zhang et al. (2013) 

 

Demographic segmentation is an essential aspect of 

modern marketing strategies, enabling companies to 

better understand their customers and target their 

marketing efforts more effectively. By analyzing 

customer data based on demographic variables, 

businesses can develop personalized recommender 

systems, create targeted advertising campaigns, and 

ultimately increase customer satisfaction. However, 

companies must also be mindful of the challenges 

associated with demographic segmentation, such as data 

sparsity and privacy concerns, and develop strategies to 

address these issues. 

2.2 Geographic Segmentation 

Geographic segmentation is a marketing strategy that 

involves dividing the market into different geographical 

units, allowing businesses to cater to the specific needs 

and preferences of customers within those areas. 

Geographic segmentation is a critical approach for 

businesses to classify their customers based on their 

location. The underlying assumption of this method is 

that customers residing in specific geographic areas have 

unique needs, preferences, and behaviors (Ciupac-Ulici 

et al., 2023)⁠. By employing geographic segmentation, 

businesses can tailor their marketing and sales efforts to 

cater to these regional differences, thus enhancing 

overall customer satisfaction and driving sales 

performance (Ahmad et al., 2022)⁠. 

Table 4: Applications of Geographic Segmentation 

Application Description Reference 

Target Marketing 
Identifying and targeting specific geographic areas with customized marketing 

campaigns to meet local needs and preferences. 
(Hou, 2022)⁠ 

Resource Allocation 
Allocating resources, such as inventory and staff, more effectively based on 

regional demand patterns. 

(Schröter et al., 

2021)⁠ 

Product 

Development 

Designing products and services that cater to the unique preferences and 

requirements of customers in specific geographic regions. 

(Fang et al., 

2021)⁠ 

Pricing Strategy 
Implementing region-specific pricing strategies to account for varying cost 

structures, competition levels, and local economic conditions. 

(Hu et al., 

2020)⁠ 

Expansion Planning 
Identifying suitable locations for new branches or stores by analyzing geographic 

data to determine areas with high potential customer bases. 

(Kala & 

Nandhini, 

2020)⁠ 

 

Table 5: Challenges in Geographic Segmentation 

Challenge Description Reference 

Data Collection 
Collecting accurate and up-to-date geographic data can be time-consuming 

and costly for businesses. 

(Saravana 

Kumar & 

Murali, 2019)⁠ 

Changing Dynamics 

Rapid changes in demographics, customer preferences, and regional 

conditions may require constant updates and adjustments to geographic 

segmentation strategies. 

(Jain & 

Carandang, 

2018)⁠ 
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Overgeneralization 

Geographic segmentation may lead to overgeneralization of customer needs 

and preferences within a specific region, which may not accurately reflect 

individual differences. 

(Tewari & 

Barman, 2017)⁠ 

Implementation 
Implementing geographic segmentation effectively may require significant 

investment in technology and personnel training. 

(Kalaivani & 

Shunmuganath

an, 2014)⁠ 

Ethical Considerations 
The collection and use of geographic data may raise ethical concerns related to 

privacy and potential discrimination. 

(Farsani & 

Nematbakhsh, 

2007)⁠ 

 

Geographic segmentation plays a crucial role in 

customer classification, allowing businesses to better 

understand and cater to the diverse needs and preferences 

of customers in different regions. By understanding the 

applications and challenges associated with geographic 

segmentation, businesses can make more informed 

decisions on how to implement this strategy effectively. 

While there are certain challenges to consider, the 

potential benefits of geographic segmentation in terms of 

improved marketing efficiency, resource allocation, and 

customer satisfaction make it a valuable tool for 

businesses looking to succeed in today's competitive 

marketplace. 

2.3 Psychographic Segmentation 

Psychographic segmentation is a powerful marketing 

strategy that helps businesses classify their customers 

based on their attitudes, interests, values, and lifestyles 

(Mahmoud et al., 2022)⁠. This approach enables 

organizations to better understand their customers, tailor 

their marketing efforts, and ultimately increase customer 

satisfaction and loyalty. The following sections discuss 

the importance, applications, and challenges of 

psychographic segmentation in customer classification. 

Psychographic segmentation is essential for businesses to 

create marketing strategies that resonate with their target 

audience. By understanding the underlying motivations 

and behaviors of their customers, businesses can develop 

marketing messages that appeal to the emotional and 

psychological needs of their customers (Esheiba et al., 

2022)⁠. This level of personalization increases the 

likelihood of engagement, conversion, and ultimately, 

customer retention (Wu et al., 2021)⁠. 

 

Table 6: Applications of Psychographic Segmentation 

Application Description Reference 

Personalized 

Marketing 

Developing customized marketing campaigns that speak to the unique interests, 

values, and motivations of different customer groups. 

(Ye & Chen, 

2021)⁠ 

Product Development 
Designing products and services that cater to the psychological and emotional 

needs of customers, increasing their appeal and demand. 

(Beheshti et al., 

2020)⁠ 

Customer Retention 
Identifying and addressing the specific needs and concerns of different customer 

groups, improving satisfaction and loyalty. 

(Lee et al., 

2020)⁠ 

Pricing Strategy 
Implementing pricing strategies based on customers' perceived value and 

willingness to pay, maximizing revenue potential. 

(Sariki & 

Bharadwaja 

Kumar, 2019)⁠ 

Market Expansion 
Identifying new market opportunities and customer segments based on shared 

psychographic characteristics. 

(Yeh & Kuo, 

2019)⁠ 

 

Table 7: Challenges in Psychographic Segmentation 

Challenge Description Reference 

Data Collection 
Collecting accurate and comprehensive psychographic data can be 

challenging, as it often requires extensive research and survey efforts. 
(Ziemba & 

Eisenbardt, 
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2018)⁠ 

Data Privacy 
Psychographic data collection may raise ethical concerns related to privacy 

and the use of personal information. 

(Sung et al., 

2016)⁠ 

Dynamic Nature 
People's attitudes, interests, and values may change over time, requiring 

regular updates and adjustments to segmentation strategies. 

(Zhong et al., 

2014)⁠ 

Implementation 

Complexity 

Implementing psychographic segmentation effectively may require 

significant investment in technology, personnel training, and data analysis. 

(Rodriguez et 

al., 2009)⁠ 

Overgeneralization 

Psychographic segmentation may not capture individual nuances and 

variations within a segment, potentially leading to inaccurate assumptions 

about customer preferences. 

(Coyle & 

Cunningham, 

2004)⁠ 

 

Psychographic segmentation is a valuable tool for 

businesses looking to better understand their customers 

and cater to their diverse needs and preferences. The 

applications of psychographic segmentation range from 

personalized marketing and product development to 

pricing strategies and market expansion. However, 

businesses must be aware of the challenges associated 

with this approach, such as data collection, privacy 

concerns, and the dynamic nature of human attitudes and 

values. By acknowledging these challenges and finding 

ways to address them, businesses can harness the 

potential of psychographic segmentation to improve their 

marketing strategies and ultimately enhance customer 

satisfaction and loyalty. 

2.4 Behavioral Segmentation 

Behavioral segmentation is a marketing strategy that 

categorizes customers based on their purchasing 

behavior, such as product usage, brand loyalty, and 

decision-making patterns (Wu et al., 2022). This form of 

segmentation allows businesses to better understand their 

customers' needs and preferences, tailor their marketing 

efforts accordingly, and ultimately improve customer 

satisfaction and retention. In the following sections, we 

discuss the importance, applications, and challenges of 

behavioral segmentation in customer classification. 

Understanding customer behavior is crucial for 

businesses to create effective marketing strategies that 

resonate with their target audience. Behavioral 

segmentation helps businesses gain insights into their 

customers' purchasing habits, preferences, and decision-

making processes (Liu, 2022). By leveraging these 

insights, businesses can develop marketing messages that 

align with their customers' behavior patterns, increasing 

the likelihood of engagement and conversion (Ohashi et 

al., 2021). 

 

Table 8: Applications of Behavioral Segmentation 

Application Description Reference 

Targeted Marketing 
Designing marketing campaigns that address the specific purchasing 

behaviors and preferences of different customer groups. 

(Zaman et al., 

2021) 

Product 

Recommendations 

Offering personalized product recommendations based on customers' past 

purchase history, increasing the likelihood of future purchases. 

(Chu et al., 

2020) 

Customer Retention 

Identifying at-risk customers based on their purchasing behavior and 

implementing strategies to retain them, such as targeted promotions or 

loyalty programs. 

(Pratama et al., 

2020) 

Pricing Strategy 
Implementing pricing strategies that cater to the purchasing behavior of 

different customer groups, maximizing revenue potential. 

(Górajski & 

Machowska, 

2019) 

Customer Segmentation 

Identifying distinct customer segments based on their purchasing behavior, 

allowing businesses to better allocate resources and develop targeted 

marketing strategies. 

(Lytvyn et al., 

2019) 

 

Table 9: Challenges in Behavioral Segmentation 
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Challenge Description Reference 

Data Collection 
Gathering accurate and comprehensive behavioral data may require 

significant investment in technology and research efforts. 

(Magboul & 

Abbad, 2018) 

Data Privacy 
Behavioral data collection may raise ethical concerns related to privacy and 

the use of personal information. 

(Bilici & 

Saygin, 2017) 

Dynamic Behavior 
Customers' purchasing behaviors may change over time, requiring 

businesses to continually update and adjust their segmentation strategies. 

(Honda et al., 

2015) 

Implementation 

Complexity 

Effectively implementing behavioral segmentation may require significant 

investment in technology, personnel training, and data analysis. 

(Zhang et al., 

2013) 

Overgeneralization 

Behavioral segmentation may not capture individual nuances and variations 

within a segment, potentially leading to inaccurate assumptions about 

customer preferences. 

(Weng & Liu, 

2004) 

 

Behavioral segmentation is a valuable tool for businesses 

looking to better understand their customers and cater to 

their diverse needs and preferences. The applications of 

behavioral segmentation range from targeted marketing 

and product recommendations to pricing strategies and 

customer retention. However, businesses must be aware 

of the challenges associated with this approach, such as 

data collection, privacy concerns, and the dynamic 

nature of customer behavior. By acknowledging these 

challenges and finding ways to address them, businesses 

can harness the potential of behavioral segmentation to 

improve their marketing strategies and ultimately 

enhance customer satisfaction and retention. 

2.5 Firmographic Segmentation 

Firmographic segmentation refers to the process of 

classifying and categorizing businesses based on specific 

attributes, such as company size, industry, location, and 

revenue (Sulikowski et al., 2022). This type of 

segmentation enables organizations to better understand 

their target market and tailor their marketing and sales 

strategies accordingly. In the following sections, we 

discuss the importance, applications, and challenges of 

firmographic segmentation in customer classification. 

Firmographic segmentation is crucial for businesses that 

operate in the business-to-business (B2B) market, as it 

helps them identify and target potential clients more 

effectively (Hou, 2022). By understanding the unique 

characteristics of different businesses, organizations can 

develop customized marketing messages and sales 

approaches that resonate with their target audience, 

increasing the likelihood of conversion and long-term 

customer relationships (Schröter et al., 2021). 

 

Table 10: Applications of Firmographic Segmentation 

Application Description Reference 

Targeted Marketing 
Developing marketing campaigns that address the specific needs and 

preferences of different business segments. 

(Stockli & 

Khobzi, 2021b) 

Sales Prospecting 
Identifying potential clients and prioritizing sales efforts based on 

firmographic characteristics, such as company size and industry. 
(Khrais, 2020) 

Product Development 
Creating products and services tailored to the needs of specific business 

segments, based on their firmographic attributes. 

(Fabra et al., 

2020) 

Market Research 
Analyzing market trends and competitor strategies within specific business 

segments, providing valuable insights for decision-making. 

(Holder et al., 

2020) 

Account-Based 

Marketing 

Implementing targeted marketing strategies that focus on specific high-value 

accounts or business segments. 

(Bag et al., 

2019) 

 

Table 11: Challenges in Firmographic Segmentation 



International Journal of Intelligent Systems and Applications in Engineering IJISAE, 2023, 11(7s), 486–514 |  497 

Challenge Description Reference 

Data Collection 
Acquiring accurate and up-to-date firmographic data can be time-

consuming and resource-intensive. 

(Kanavos et 

al., 2018) 

Dynamic Business 

Environment 

Businesses may evolve over time, requiring organizations to regularly 

update their firmographic segmentation strategies. 

(Q. Zhang et 

al., 2017) 

Data Accuracy 
Ensuring the accuracy of firmographic data can be challenging, as 

businesses may provide incomplete or outdated information. 

(Choi et al., 

2016) 

Overgeneralization 

Firmographic segmentation may not capture individual nuances and 

variations within a segment, potentially leading to inaccurate assumptions 

about business needs. 

(Vera-Del-

Campo et al., 

2014) 

Implementation Complexity 
Effectively implementing firmographic segmentation may require 

significant investment in technology, personnel training, and data analysis. 

(Rodriguez et 

al., 2009) 

 

Firmographic segmentation is an essential tool for 

organizations operating in the B2B market, as it helps 

them identify and target potential clients more 

effectively. The applications of firmographic 

segmentation range from targeted marketing and sales 

prospecting to product development and market research. 

However, businesses must be aware of the challenges 

associated with this approach, such as data collection, the 

dynamic business environment, and data accuracy. By 

acknowledging these challenges and finding ways to 

address them, organizations can harness the potential of 

firmographic segmentation to improve their marketing 

strategies and ultimately enhance their customer 

relationships. 

2.6 Hybrid Segmentation 

Hybrid segmentation, also known as multi-criteria or 

multi-dimensional segmentation, refers to the process of 

classifying customers based on a combination of several 

segmentation criteria (Shajalal et al., 2022). These 

criteria may include demographic, geographic, 

psychographic, behavioral, and firmographic factors, 

among others. By combining different segmentation 

approaches, organizations can gain a more 

comprehensive understanding of their target market and 

develop more effective marketing strategies. In the 

following sections, we discuss the importance, 

applications, and challenges of hybrid segmentation in 

customer classification. The use of hybrid segmentation 

provides a more accurate and holistic view of the target 

audience, allowing organizations to develop more 

targeted and relevant marketing strategies (Gao et al., 

2020). It enables businesses to identify more specific 

customer segments and tailor their offerings and 

communication strategies to meet the unique needs and 

preferences of these segments (Kuang et al., 2021). 

Hybrid segmentation can also help organizations better 

allocate their marketing resources and improve their 

return on investment (ROI) by focusing on high-potential 

customer segments (Naous & Legner, 2021).

Table 12: Applications of Hybrid Segmentation 

Application Description Reference 

Personalized Marketing 
Developing marketing campaigns that address the specific needs and 

preferences of different customer segments based on multiple criteria. 

(Sopadang et 

al., 2020) 

Customer Retention 

Identifying high-value customers and implementing strategies to retain and 

grow their business based on a comprehensive understanding of their 

attributes. 

(Li et al., 2020) 

Cross-Selling and Upselling 

Identifying opportunities to sell additional products and services to existing 

customers by understanding their needs and preferences across multiple 

dimensions. 

(Holder et al., 

2020b) 

Customer Lifetime Value 

(CLV) Analysis 

Assessing the value of customers over time, considering various 

segmentation factors, to optimize marketing and sales strategies. 

(J. Zhang, 

2019) 

Market Expansion Identifying new markets and customer segments by analyzing multiple 

segmentation criteria, supporting strategic decision-making for market 

(Chen & 

Abdul, 2019) 
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entry. 

 

Table 13: Challenges in Hybrid Segmentation 

Challenge Description Reference 

Data Integration 
Combining data from different segmentation approaches can be complex and time-

consuming, requiring advanced data management skills. 

(J. Zhang et al., 

2018) 

Complexity of 

Analysis 

Analyzing multi-dimensional data can be challenging, and businesses may require 

specialized tools and expertise to derive meaningful insights. 

(Tewari & 

Barman, 2017) 

Privacy and Data 

Security 

The use of multiple segmentation criteria may increase the risk of violating privacy 

regulations and data security concerns. 

(Zhou & Yao, 

2015) 

Resource Intensity 
Implementing hybrid segmentation may require significant investment in 

technology, personnel training, and data analysis. 

(Zhang et al., 

2013) 

Overfitting 

Over-reliance on multiple segmentation criteria may lead to overfitting, resulting 

in marketing strategies that are too narrowly focused and may not be effective in 

practice. 

(Huang et al., 

2004) 

 

Hybrid segmentation offers a more comprehensive 

approach to customer classification, allowing 

organizations to develop more targeted and effective 

marketing strategies. The applications of hybrid 

segmentation include personalized marketing, customer 

retention, cross-selling and up selling, CLV analysis, and 

market expansion. However, businesses must be aware 

of the challenges associated with this approach, such as 

data integration, complexity of analysis, privacy and data 

security, resource intensity, and overfitting. By 

recognizing these challenges and finding ways to 

overcome them, organizations can effectively leverage 

hybrid segmentation to enhance their customer 

relationships and improve their marketing ROI. 

2.7 Estimators 

Customer classification is an important task for 

businesses that want to better understand their customers 

and tailor their marketing and sales strategies to different 

segments. By identifying groups of customers with 

similar characteristics or behaviors, businesses can create 

targeted marketing campaigns and improve customer 

satisfaction. Estimators are machine learning models or 

algorithms that are used in customer classification to 

predict the category or segment of a customer based on 

their characteristics or behavior. These models can 

analyze large amounts of customer data and identify 

patterns or trends that can be used to group customers 

into segments based on their similarities. The role of 

estimators in customer classification has gained 

significant importance in the field of marketing and 

customer relationship management. The accurate 

classification of customers allows businesses to target 

specific segments with personalized marketing strategies, 

ensuring higher customer retention and satisfaction 

(Huang, Chung, & Chen, 2004). In recent years, several 

algorithms have been developed to facilitate the 

classification of customers based on their preferences, 

behavior, and demographic information. 
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Fig 8: Various estimators algorithms in customer classification 

One such approach is the fuzzy recommender system 

proposed by Morawski, Stepan, Dick, and Miller (2017), 

which employs fuzzy logic to classify customers and 

provide personalized recommendations in public library 

catalogs. This system helps in making more accurate and 

relevant suggestions to users by considering their 

preferences and past interactions. Another approach is 

the sentiment case-based recommender developed by 

Aldayel and Ykhlef (2017). This method focuses on 

sentiment analysis to classify customers and make 

recommendations based on their emotional state, thus 

improving the overall effectiveness of the 

recommendation process. In the context of e-commerce, 

Lei, Qian, and Zhao (2016) proposed a rating prediction 

algorithm based on social sentiment extracted from 

textual reviews. This approach considers the influence of 

customer sentiment on their purchase decisions, allowing 

businesses to better tailor their marketing strategies. 

Furthermore, Tewari and Barman (2017) developed a 

collaborative recommendation system using dynamic 

content-based filtering, association rule mining, and 

opinion mining. This comprehensive approach combines 

multiple techniques to accurately classify customers and 

provide personalized recommendations. 

Another notable technique is the fuzzy cognitive 

pairwise comparisons proposed by Yuen (2017). This 

method uses fuzzy logic to rank and cluster customers 

based on their preferences, enabling businesses to build a 

recommender system tailored to individual preferences. 

Additionally, Gimenes, Cordeiro, and Rodrigues-Jr 

(2017) introduced an efficient detection algorithm called 

ORFEL to identify defamation or illegitimate promotion 

in online recommendations, helping businesses maintain 

the integrity of their recommender systems. Several 

researchers have also explored the use of machine 

learning techniques for customer classification. For 

instance, Bilici and Saygın (2017) investigated the 

opinion influencing factors mined from reviews to 

explain why people like or dislike certain products or 

services. By understanding these factors, businesses can 

better classify their customers and cater to their needs. 

K-means clustering: K-means clustering is a widely-used 

unsupervised learning algorithm that enables businesses 

to classify customers into distinct segments based on 

their similarities (Liu, Chen, & Tsai, 2013). By analyzing 

customer data, K-means clustering identifies distinct 

clusters based on purchasing patterns and demographic 

information, which in turn allows businesses to target 

specific customer segments with tailored marketing 

strategies (Liu et al., 2013). Decision tree algorithms 

have been employed to classify customers based on their 

behavior and preferences (Song, Kim, & Kim, 2017). 

This supervised learning method constructs a tree-like 

model of decisions, enabling businesses to predict 

customer behavior and preferences accurately. Decision 

tree algorithms, such as C4.5 and CART, have been 

utilized in various marketing contexts, including 

customer segmentation, churn prediction, and 

recommendation systems (Song et al., 2017). 

Support Vector Machines (SVM): SVM is a popular 

supervised learning algorithm that has been used for 

customer classification tasks, such as churn prediction 

and credit scoring (Huang, Chen, & Wang, 2007). SVM 

algorithms construct a hyperplane that separates 

customer data points into different classes based on their 

features. By optimizing the margin between the classes, 

SVMs provide accurate and robust customer 

classification results (Huang et al., 2007). Artificial 

Neural Networks (ANN): ANN is an advanced machine 

learning technique that has been applied to various 

customer classification tasks, including customer 

segmentation, churn prediction, and credit scoring 

(Khashei, Hamidi, & Bijari, 2010). Inspired by the 

structure and functioning of the human brain, ANNs 

consist of interconnected nodes (neurons) that can learn 
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and adapt based on input data. These networks have been 

found to be effective in identifying complex patterns and 

relationships within customer data, enabling accurate and 

efficient classification (Khashei et al., 2010). 

3.  Future Works and Research Gaps 

As customer segmentation and classification continue to 

gain importance in the realms of marketing and customer 

relationship management, several research gaps and 

opportunities for future work can be identified. The 

following discussion highlights some of these areas, 

providing references to support the exploration of future 

research directions. 

Integration of multiple data sources: While current 

research has primarily focused on the analysis of 

transactional and demographic data, incorporating 

additional data sources, such as social media activity, 

browsing behavior, and location information, could 

improve the accuracy of customer segmentation and 

classification. Future research could explore the effective 

integration of various data sources and investigate the 

impact of these combined data sets on segmentation and 

classification models. 

Evaluation of novel machine learning techniques: The 

application of advanced machine learning techniques, 

such as deep learning, graph-based models, and 

reinforcement learning, could further enhance customer 

segmentation and classification. Future studies could 

investigate the potential of these methods in capturing 

complex patterns and relationships in customer data, as 

well as their effectiveness in improving segmentation 

and classification performance. 

 

Real-time customer segmentation and classification: 

With the continuous generation of customer data, 

developing real-time customer segmentation and 

classification models has become increasingly important. 

Future research should focus on developing efficient 

algorithms and techniques that can adapt to the dynamic 

nature of customer data, enabling businesses to make 

more informed decisions and promptly respond to 

changes in customer behavior. 

Addressing privacy and ethical concerns: As 

businesses increasingly collect and analyze customer 

data, privacy and ethical concerns must be addressed 

(Martin, 2015). Future research could explore methods 

of preserving customer privacy while maintaining the 

effectiveness of segmentation and classification models. 

This may involve the development of privacy-preserving 

data mining techniques or the establishment of ethical 

guidelines for customer data usage. 

Cross-cultural and cross-industry comparisons: Most 

existing research on customer segmentation and 

classification has focused on specific industries or 

cultural contexts. Future research should explore cross-

cultural and cross-industry comparisons to identify the 

generalizability and adaptability of various segmentation 

and classification algorithms. This would allow for a 

more comprehensive understanding of the effectiveness 

of different techniques and their applicability in diverse 

contexts. 

By addressing these research gaps and exploring future 

work opportunities, researchers can contribute to the 

development of more accurate, efficient, and ethical 

customer segmentation and classification models. This 

would ultimately enable businesses to better understand 

their customers, tailor their marketing strategies, and 

enhance overall customer satisfaction and loyalty. 

4. Conclusion 

In conclusion, customer segmentation and classification 

have been identified as crucial elements of marketing, 

sales, and customer relationship management. These 

methods help companies understand and fulfill the needs 

of their customers, and provide targeted marketing 

strategies and personalized products and services that 

cater to specific requirements. This survey paper has 

extensively reviewed 199 references, presenting a 

comprehensive overview of the recent developments in 

customer segmentation and classification. Analysis of 

various algorithms, techniques, and methods proposed by 

different researchers and practitioners, which have made 

significant contributions to this field. Recent works have 

primarily focused on enhancing the accuracy of customer 

segmentation and classification algorithms by leveraging 

machine learning and data mining techniques. These 

algorithms have been used to analyze factors such as 

customer behavior, purchase history, demographics, and 

psychographics. Researchers have also explored the use 

of social media and other online platforms to better 

understand customers and predict their behavior. Several 

studies have utilized advanced analytical methods to 

integrate multiple data sources and generate more 

accurate results. However, we have also observed several 

gaps in the current state of customer segmentation and 

classification. These gaps include the lack of 

standardization, the need for more data sources, and the 

need for more sophisticated models to predict customer 

behavior. Future research could focus on addressing 

these gaps and exploring the use of emerging 

technologies such as artificial intelligence and 

blockchain to enhance customer segmentation and 

classification. Overall, the survey paper has provided a 

comprehensive review of recent works in customer 

segmentation and classification. It has highlighted 
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significant achievements and research gaps, along with 

opportunities for future research and development. The 

development of accurate and efficient customer 

segmentation and classification algorithms can 

significantly improve the effectiveness of marketing, 

sales, and customer relationship management strategies. 

This, in turn, can result in increased customer 

satisfaction, loyalty, and profitability. 
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