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Abstract: In this study, a novel movie recommender system with Harris Hawks Optimization— k-means (HHO-k-means) clustering is 

proposed. The paper presents an empirical comparison of several clustering algorithms - k-means, PCA-k-means, SOM-Cluster, PCA-

SOM, and HHO-k-means - across varying numbers of clusters. The performance metrics employed are Precision, Recall, Mean Absolute 

Error (MAE) and Root Mean Square Error (RMSE). The results show that the HHO-k-means algorithm consistently outperforms the other 

methods in terms of these metrics across all cluster sizes. It demonstrates higher precision, higher recall, lower MAE, and lower RMSE. 

Conversely, the PCA-k-means method generally exhibits less favorable results as the number of clusters increases. These findings suggest 

that the HHO-k-means algorithm may provide a more accurate clustering approach. 

Keywords: Clustering Algorithms, k-means, PCA-k-means, SOM-Cluster, PCA-SOM, HHO-k-means, Recall, Mean Absolute Error, Root 

Mean Square Error. 

1. Introduction 

In recent years, the growth of digital platforms like 

Netflix, Amazon Prime, and Hulu has led to an explosion 

in the amount of available content. With such an extensive 

range of movies and TV shows, users often find it 

challenging to discover new content that aligns with their 

preferences. To help users navigate through this vast 

ocean of content, movie recommender systems have 

become increasingly popular [1]. These systems use a 

combination of machine learning techniques and 

algorithms to provide users with personalized 

recommendations based on their viewing history, 

preferences, and other relevant information [2]. 

Movie recommender systems are designed to filter, 

analyze, and rank content based on a user's preferences, 

providing personalized suggestions for movies and TV 

shows. These systems are a critical component of modern 

streaming platforms, enabling users to discover new 

content tailored to their interests quickly [3]. 

There are three primary types of movie recommender 

systems: content-based filtering, collaborative filtering, 

and hybrid filtering [4]. Content-based filtering focuses on 

the features of the content itself, such as genre, director, 

and actors, to generate recommendations [5]. 

Collaborative filtering, on the other hand, relies on the 

user's interactions with the content and similarities 

between users to make recommendations. Hybrid filtering 

combines both content-based and collaborative filtering 

techniques, ensuring a more comprehensive and accurate 

recommendation process [6]. 

In recent years, researchers have explored various 

optimization algorithms [7] [8] to improve the 

performance of machine learning techniques [9] [10]. 

Several such attempts have been made to enhance the 

performance of movie recommender systems. Peng and 

Gong [11] demonstrated a focus on refining the accuracy 

of recommendation systems by optimizing collaborative 

filtering algorithms. They strived to improve similarity 

calculations between movie attributes. Their endeavor to 

enhance accuracy is mirrored in a study by Wang et al. 

[12] that brought together Support Vector Machine 

(SVM) and an advanced Particle Swarm Optimization 

(PSO) algorithm. In their model, elements such as item 

content, user demographics, and behavioral data were 

incorporated to attain better precision. This drive towards 

precision and accuracy in recommendations has led to 

novel methods such as the sentiment analysis-based 

system developed by Roy and Dutta [13]. By using the 

water cycle earthworm Optimization (WCEWO) 

technique, they achieved an impressive maximum 

accuracy of 89.81%. Similarly, Yang and Duan [14] 

merged manifold learning and ensemble learning while 

Zhou et al. [15] employed an evolutionary search for 

dynamic multiobjective optimization problems, both to 

optimize the recommendation model and enhance 

prediction accuracy. 
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In the quest for improved performance and precision, 

hybrid models have been particularly impactful. Katarya 

and Verma [16] showcased this by using K-means and 

PSO to optimize the fuzzy c-means in a collaborative 

movie recommendation system. Other hybrid 

recommender systems, like the one presented by Katarya 

[17], combined the k-means clustering algorithm with a 

bio-inspired artificial bee colony optimization technique, 

while Zhixiang [18] incorporated a time-based interest 

calculation to refine the recommendation accuracy. 

The field of sentiment analysis also holds significant 

relevance. Banerjee et al. [19] underscored the role of 

sentiment analysis in decision-making and its increasing 

popularity in computer science. A testament to its utility 

in recommendations was Srinivasarao et al.'s [20] 

sentiment-based movie recommendation system using the 

SVM Classifier combined with the Harris Hawks 

optimization method, demonstrating robust performance 

on high-dimensional data with a commendable 97% 

accuracy. 

However, recommendation systems are not without their 

challenges, such as data sparsity and cold-start problems. 

In this context, Parthasarathy and Kalivaradhan [21] 

utilized a density-based clustering method combined with 

artificial flora and content-boosted collaborative filtering 

to address data sparsity issues effectively. The cold-start 

problem was tackled by Liang et al. [22], who developed 

a weight-normalized movie recommendation model, 

demonstrating improved recommendation accuracy. 

Geng et al. [23] amalgamated multi-objective 

optimization algorithm with a recommendation algorithm 

to create a multi-objective hydrologic cycle optimization. 

Likewise, Sridhar et al. [24] innovatively proposed a 

hybrid movie recommendation model using monarch 

butterfly optimization and deep belief network. 

Addressing the speed, scalability, and cold start issues, 

Sandeep and Prabhu [25] introduced a collaborative 

movie recommendation system combining K-means 

clustering with an Ant Colony Optimization technique. In 

a similar vein, Sharma et al. [26] proposed a Firefly 

clustering technique to optimize movie recommendation 

results, delivering superior performance compared to 

traditional algorithms like K-means and fuzzy C-means. 

Investigations into diversity and novelty in 

recommendations led Keat et al. [27] to implement Deep 

Reinforcement Learning approaches, resulting in superior 

results in these parameters compared to a probabilistic-

based multi-objective approach using evolutionary 

algorithms. In contrast, Almeida and Britto [28] employed 

a Multi-objective Evolutionary Algorithm in a content-

based recommendation system aiming to address the 

limitations of single-criterion recommendations. 

Movie recommendation systems have also been shown to 

benefit significantly from hybridization with optimization 

techniques. A testament to this was the system introduced 

by Mohapatra et al. [29] that utilized k-means clustering 

and a cuckoo search optimization algorithm. Furthermore, 

Vellaichamy and Kalimuthu [30] proposed a hybrid 

Collaborative Movie Recommender system combining 

Fuzzy C Means clustering with Bat optimization, aimed at 

resolving scalability problems and improving 

recommendation quality. Several researchers also devoted 

attention to temporal dynamics and adaptability in 

recommendations. Zhang and Mao [31] introduced a 

model termed Markovian factorization of matrix process 

that addressed these aspects in collaborative filtering 

problems. Similarly, Chinthareddy et al. [32] used 

computational intelligence and cuckoo search 

optimization to obtain optimal weights from similarity 

metric weights, which led to a significant reduction in 

prediction error. 

A few studies considered user-specific factors and 

security issues. For instance, Dooms et al. [33] designed a 

self-learning, user-specific hybrid recommender system 

that balanced responsiveness, scalability, system 

transparency, and user control. Meanwhile, Verma and 

Dixit [34] proposed a hybrid model that integrated 

Entropy-Based Mean clustering and PSO techniques to 

secure movie recommendations from shilling attacks. 

While considerable strides have been made in improving 

the precision and accuracy of movie recommendation 

systems through various optimization algorithms and 

hybrid models, research gaps still exist. Most 

significantly, the need to further enhance the scalability 

and performance of these systems and tackle inherent 

issues such as data sparsity and cold-start problems 

remains. Moreover, the implementation of novel 

techniques such as the proposed Harris Hawks 

Optimization— K-means (HHO-k-means) Clustering 

could offer fresh perspectives and potential solutions in 

this dynamic field. The integration of other emerging 

techniques, such as deep reinforcement learning and 

advanced sentiment analysis, could further diversify and 

improve the landscape of movie recommendation 

systems. Thus, in this paper, Harris Hawks Optimization 

(HHO) algorithm is combined with K-means clustering to 

develop a more efficient and accurate movie 

recommender system.  

2. Methodology 

2.1. Harris Hawks Optimization Algorithm 

HHO algorithm is a nature-inspired optimization 

algorithm based on the hunting behavior of Harris Hawks 

[35]. This algorithm simulates the Harris Hawks' 
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cooperative hunting strategy, consisting of three main 

phases: exploration, exploitation, and encircling the prey. 

During the exploration phase, the algorithm initializes a 

random set of solutions, also known as hawks, and updates 

their positions after each iteration. This phase allows the 

HHO algorithm to perform a global search for the optimal 

solution. 

In the exploitation phase, the hawks encircle the prey by 

updating their positions toward the best solution found 

during exploration. This phase focuses on refining the 

search space and converging to the optimal solution. 

Finally, the encircling phase involves the hawks 

converging on the prey by updating their positions using 

a combination of shrinking encircling and spiral updating 

mechanisms. The shrinking encircling mechanism 

gradually narrows the search space, while the spiral 

updating mechanism ensures that the algorithm converges 

to the optimal solution. The pseudo code of HHO is given 

in Algorithm 1.

 Algorithm 1: Harris Hawks Optimization (HHO) algorithm 

Input: Number of Harris Hawks (N), Number of Iterations (I) 

Objective Function (F), Lower Bound (LB), Upper Bound (UB) 

Initialize the positions of hawks 

For each iteration do: 

 Calculate the energy  

Find the best hawk with maximum E 

For each hawk do: 

  Generate a random number (r) 

If r >= 0.5 then 

   If E > 1 then 

    Perform Soft besiege state 

   Else 

    Perform Hard besiege state with progressive rapid dive 

   End if 

  Else 

  Perform exploration state 

End if 

Update the position of hawk 

 End for 

End for 

Return: The best solution and the optimal value 

 

2.2. K-means Clustering 

K-means clustering is a widely-used unsupervised 

machine learning technique that aims to partition a dataset 

into K clusters based on similarity. In the context of movie 

recommender systems, K-means clustering is employed to 

group movies with similar features and user preferences. 

The algorithm works by randomly selecting K initial 

centroids (center of clusters) and iteratively updating their 

positions until convergence. The process involves 

calculating the distance between each data point and the 

centroids, assigning each data point to the closest centroid, 

and updating the centroid positions based on the average 

of the assigned data points. This process is repeated until 

the centroids' positions stabilize or the desired number of 

iterations is reached. The pseudo code of K-means 

Clustering is given in Algorithm 2. 
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Algorithm 2: K-means Clustering 

Input: Data set (D), Number of clusters (K) 

Randomly initialize K centroids 

Repeat until convergence: 

 Assign each data point to the closest centroid 

Recalculate centroid positions based on the mean of the points in each cluster 

End repeat 

Return: Centroid positions and cluster assignments for each point in D 

 

2.3. Hybrid Approach: Harris Hawks Optimization - 

K-means Clustering 

Combining the Harris Hawks Optimization algorithm 

with K-means clustering results in a more efficient and 

accurate movie recommender system. The HHO 

algorithm enhances the K-means clustering process by 

optimizing the initial centroids' selection and updating 

their positions more effectively. 

This hybrid approach offers several benefits over 

traditional movie recommender systems: 

• Improved Accuracy: The combination of HHO and 

K-means clustering provides a more accurate 

recommendation system, ensuring that users receive 

relevant content tailored to their preferences. 

• Scalability: The hybrid approach can efficiently 

handle large datasets, making it suitable for modern 

streaming platforms with vast content libraries. 

• Robustness: The HHO algorithm's exploration and 

exploitation phases ensure a more comprehensive 

search for the optimal solution, reducing the risk of 

getting stuck in local optima. 

• Faster Convergence: The HHO algorithm's encircling 

mechanism, combined with K-means clustering, 

ensures faster convergence to the optimal solution, 

resulting in a more efficient recommendation process.

 

 

Algorithm 3: Harris Hawks Optimization algorithm with K-means clustering 

Input: Data set (D), Number of clusters (K), Number of Harris Hawks (N), Number of Iterations (I), Lower Bound (LB), 

Upper Bound (UB) 

Use HHO to find optimal initial centroids: 

Initialize the positions of hawks 

For each iteration do: 
 

Calculate the energy (E) of hawks 

Find the best hawk with maximum E 

For each hawk do: 
  

Generate a random number (r) 

If r >= 0.5 then 
   

If E > 1 then 
    

Perform Soft besiege state 
   

Else 
    

Perform Hard besiege state with progressive rapid dive 
   

End if 
  

Else 
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Perform exploration state 

  
End if 

Update the position of hawk 
 

      End for 

End for 

Use K-means with the optimized initial centroids: 

Repeat until convergence: 
 

Assign each data point to the closest centroid  

Recalculate centroid positions based on the mean of the points in each cluster 

End repeat 

Return: Centroid positions and cluster assignments for each point in D 

 

2.4. Evaluation and Performance Metrics 

To assess the performance of a movie recommender 

system using the hybrid HHO-K-means clustering 

approach, several performance metrics can be employed. 

These metrics include: 

Precision: Measures the proportion of relevant 

recommendations among the total recommendations 

made. A higher precision value indicates a more accurate 

and efficient system. 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
|𝑖𝑛𝑡𝑒𝑟𝑒𝑠𝑡𝑖𝑛𝑔∩𝑇𝑜𝑝𝑁|

𝑁
   

Recall: Calculates the proportion of relevant 

recommendations found among all possible relevant 

items. A higher recall value suggests that the system 

effectively identifies relevant content for users. 

𝑅𝑒𝑐𝑎𝑙𝑙 =
|𝑖𝑛𝑡𝑒𝑟𝑒𝑠𝑡𝑖𝑛𝑔∩𝑇𝑜𝑝𝑁|

⌈𝑖𝑛𝑡𝑒𝑟𝑒𝑠𝑡𝑖𝑛𝑔⌉
  

Mean Absolute Error (MAE): Represents the average 

difference between the predicted and actual values. A 

lower MAE value indicates a more accurate 

recommendation system. 

𝑀𝐴𝐸 =
∑ |𝑃𝑖𝑗−𝑅𝑖𝑗|(𝑖,𝑗)

𝑀
   

where MAE depicts the sum of the difference between the 

expected rating 𝑃𝑖𝑗  and the actual rating 𝑟𝑖𝑗  over movies 

quantity M. 

Computational Time: It measures the time taken by the 

algorithm to generate recommendations [36]. A shorter 

computational time implies a faster and more efficient 

system [37]. 

2.5. Dataset Description 

The data used in the study was movies data from the 

MovieLens website, which offers movie recommendation 

service [38]. It was collected and maintained by a research 

group of the University of Minnesota called GroupLens. 

The 1M dataset contain only the demographic data, ratings 

and movie data [38] [39]. This stable benchmark dataset 

has 100000 ratings of 1700 movies from 1000 users. It 

was released in April 1998. It can be found and 

downloaded for open-source use at 

https://grouplens.org/datasets/movielens/100k/. 

3. Results and Discussions 

3.1. Precision  

In Table 1, the proposed HHO-k-means algorithm 

outperforms the other four algorithms (traditional k-

means, PCA-k-means, SOM-Cluster, PCA-SOM) in all 

the cases for different numbers of clusters. This suggests 

that the HHO-k-means algorithm is more precise and 

potentially more reliable for movie recommendation. 

Comparing the results between different cluster sizes, the 

highest precision for the HHO-k-means algorithm is 

achieved at 6 clusters (0.5619). For traditional k-means, 

the highest precision is also achieved at 6 clusters, but the 

value is significantly lower (0.1352). This same trend is 

observed for PCA-k-means, with the highest precision 

(0.1886) being achieved at 6 clusters. On the other hand, 

SOM-Cluster and PCA-SOM algorithms showed a 

different trend where the precision values do not 

consistently increase or decrease with the number of 

clusters. The highest precision for the SOM-Cluster 

(0.3573) and PCA-SOM (0.4247) algorithms are achieved 

at 6 clusters. The performance of traditional k-means and 

PCA-k-means decreases after reaching a peak at 6 

clusters, while the precision of HHO-k-means decreases 

slightly after 6 clusters but remains relatively stable 

(Figure 1). This stability in precision with the increase in 

the number of clusters suggests that the HHO-k-means 

algorithm can maintain a relatively high level of accuracy, 

https://grouplens.org/datasets/movielens/100k/
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even with more complex clustering scenarios. It is worth 

noting that the combination of PCA-SOM, while more 

effective than standalone traditional k-means and PCA-k-

means, is still less precise than HHO-k-means. This 

suggests that the application of the Harris Hawks 

Optimization to k-means clustering yields a notable 

improvement in the precision of movie recommendations. 

This higher precision of HHO-k-means algorithm can lead 

to better recommendations, enhancing the user experience 

by offering movies that align more closely with their 

preferences.

 

Table 1. Precision of various algorithms for various number of clusters 

No. of clusters k-means PCA-k-means SOM-Cluster PCA-SOM HHO-k-means  

3 0.1101 0.1415 0.3192 0.3554 0.4697 

6 0.1352 0.1886 0.3573 0.4247 0.5619 

9 0.1211 0.1855 0.3554 0.4063 0.5271 

12 0.112 0.1644 0.3251 0.3651 0.5039 

15 0.1192 0.1811 0.3339 0.3663 0.5151 

 

 

Fig 1. Precision of proposed HHO-k-means for various number of clusters 

3.2. Recall  

Table 2 provides a comparison of recall values across 

different clustering algorithms with varying numbers of 

clusters. The HHO-k-means algorithm consistently 

exhibits the highest recall among all the methods across 

varying numbers of clusters. The highest recall for HHO-

k-means is 0.474696, observed with 6 clusters. The PCA-

SOM method shows a fairly consistent recall but 

fluctuates with the change in the number of clusters. The 

highest recall for PCA-SOM is observed with 6 clusters 

(0.2839). The SOM-Cluster and PCA-k-means methods 

generally show an increase in recall as the number of 

clusters increases from 3 to 12, but not consistently. The 

highest recall for SOM-Cluster is 0.2751 with 15 clusters, 

while the highest recall for PCA-k-means is 0.1401 with 

12 clusters. The k-means algorithm has the lowest recall 

values across all numbers of clusters. Its highest recall is 

0.0757, observed with 6 clusters. It should be noted that 

recall is a metric for classification problems that measures 

the ability of a method to find all the relevant cases within 

a dataset. The higher the recall, the better the method is at 

identifying positive instances in the data. These results 

suggest that the HHO-k-means algorithm outperforms the 

others in this regard (Figure 2).

 

Table 2. Recall of various algorithms for various number of clusters 

No. of clusters k-means PCA-k-means SOM-Cluster PCA-SOM HHO-k-means  

3 0.0565 0.1262 0.1303 0.1581 0.3702 

6 0.0757 0.1179 0.1817 0.2839 0.4747 
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9 0.0459 0.0976 0.1459 0.1917 0.2725 

12 0.0597 0.1401 0.192 0.1802 0.3787 

15 0.0545 0.0719 0.2751 0.1357 0.3603 

 

 

Figure 2. Recall of proposed HHO-k-means for various number of clusters 

3.3. MAE 

Table 3 presents a comparison of the Mean Absolute Error 

(MAE) produced by different clustering algorithms for 

varying numbers of clusters. The MAE is a measure of 

prediction error for numeric prediction models, with lower 

values indicating better performance. The HHO-k-means 

algorithm consistently produces the lowest MAE across 

all the various cluster sizes, indicating that this method is 

the most accurate in terms of average absolute deviation 

from the true values. The lowest MAE for HHO-k-means 

is observed with 6 clusters, where the MAE is 

approximately 0.6285. The PCA-k-means method 

generally exhibits a trend of increasing MAE with a rise 

in the number of clusters, suggesting a decrease in 

prediction accuracy. The lowest MAE for PCA-k-means 

is noted with 12 clusters, where the MAE is approximately 

0.7655. For k-means, SOM-Cluster, and PCA-SOM 

algorithms, the MAE values fluctuate as the number of 

clusters varies, without showing a clear pattern. Among 

these, the lowest MAE is observed with SOM-Cluster for 

6 clusters (MAE of approximately 0.7279), followed 

closely by the PCA-SOM method for 3 clusters (MAE of 

approximately 0.7529), and then the k-means method for 

6 clusters (MAE of approximately 0.7952). The PCA-k-

means method, with 15 clusters, exhibits the highest MAE 

(approximately 0.8787) across all methods and cluster 

numbers, indicating the least accurate. From these 

observations, it appears that the HHO-k-means algorithm 

performs the best in terms of minimizing the mean 

absolute error across varying numbers of clusters. 

Conversely, PCA-k-means, especially with a higher 

number of clusters, tends to be less accurate on average 

(Figure 3).

Table 3. MAE of various algorithms for various number of clusters 

No. of clusters k-means PCA-k-means SOM-Cluster PCA-SOM HHO-k-means  

3 0.8286 0.8424 0.8197 0.7529 0.7133 

6 0.7952 0.852 0.7279 0.7562 0.6285 

9 0.8339 0.8216 0.8192 0.8004 0.6980 

12 0.8096 0.7655 0.7864 0.8285 0.7002 

15 0.8103 0.8787 0.7653 0.7884 0.6915 
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Fig 3. MAE of proposed HHO-k-means for various number of clusters 

3.4. RMSE 

Table 4 outlines the Root Mean Square Error (RMSE) of 

various clustering algorithms for a variety of cluster 

counts. The RMSE is a widely used measure of the 

differences between values predicted by a model and the 

values observed. It's particularly useful when large errors 

are notably undesirable, and a lower RMSE signifies 

better model performance. The HHO-k-means 

consistently has the lowest RMSE across all cluster 

counts, demonstrating that this method consistently 

provides the most accurate predictions with the smallest 

average error magnitude. The lowest RMSE for HHO-k-

means is achieved with 6 clusters, which delivers an 

RMSE of approximately 0.7184. The PCA-k-means 

algorithm has a generally increasing RMSE as the cluster 

count grows, suggesting that its prediction accuracy 

deteriorates as more clusters are introduced. Its lowest 

RMSE is at 3 clusters, with a value of approximately 

1.0532. The k-means, SOM-Cluster, and PCA-SOM 

algorithms do not display a clear pattern in RMSE as the 

number of clusters changes. The lowest RMSE for these 

methods occurs at 6 clusters for k-means (RMSE around 

0.9571), 6 clusters for SOM-Cluster (RMSE around 

0.8892), and 3 clusters for PCA-SOM (RMSE around 

0.9369). The PCA-k-means, when applied to 12 clusters, 

results in the highest RMSE (around 1.1438) across all 

methods and cluster counts, indicating the least accurate 

predictions (Figure 4). Based on the RMSE values, the 

HHO-k-means algorithm demonstrates the best 

performance among the algorithms examined, with the 

PCA-k-means algorithm generally performing less well as 

the number of clusters increases. 

 

Table 4. RMSE of various algorithms for various number of clusters 

No. of clusters k-means PCA-k-means SOM-Cluster PCA-SOM HHO-k-means  

3 1.0357 1.0532 1.026 0.9369 0.7604 

6 0.9571 1.0785 0.8892 0.9024 0.7184 

9 1.0651 1.0439 1.0264 0.971 0.8525 

12 1.0115 1.1438 0.9755 1.0515 0.9085 

15 1.0008 1.0881 0.9381 0.9997 0.8058 

 

 

Fige 4. RMSE of proposed HHO-k-means for various number of clusters 
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4. Conclusion 

In this research, hybrid approach of Harris Hawks 

Optimization and K-means clustering is proposed for 

movie recommendation system. Five distinct clustering 

algorithms (k-means, PCA-k-means, SOM-Cluster, PCA-

SOM, and HHO-k-means) are compared using various 

evaluation metrics. The results suggest that, on average, 

the HHO-k-means algorithm outperforms the other four 

methods across all cluster sizes. However, the PCA-k-

means algorithm often yields less favorable results, 

particularly as the number of clusters increases. The 

hybrid approach of Harris Hawks Optimization and K-

means clustering offers a promising solution for 

improving movie recommender systems' accuracy and 

efficiency. This approach effectively combines the 

strengths of both algorithms, resulting in a more accurate, 

scalable, robust, and efficient movie recommendation 

process. 

Thus, it is recommended that further exploration and 

application of the HHO-k-means algorithm in various 

contexts, while considering the potential limitations of 

PCA-k-means as cluster count grows. Finally, it is crucial 

to note that while these results provide a broad comparison 

of these algorithms, the performance of any given 

algorithm may be data-specific, and individual application 

scenarios should be carefully assessed for the selection of 

the most appropriate clustering algorithm. 

Future research could explore other optimization 

algorithms, deesp learning techniques, and data filtering 

methods to further enhance the performance of movie 

recommender systems. Additionally, integrating user 

demographics, social network data, and temporal 

information could provide a more comprehensive and 

personalized recommendation experience for users. 
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