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Abstract: Blood cells are the biological components that make up our bodies' blood. They are essential in a variety of physiological 

activities like oxygen transport, immunological response, and coagulation. There is theoretical as well as practical interest in the issue of 

detecting and counting blood cells inside the blood smear. For the diagnosis and treatment of many disorders, the differentiating blood 

cell count offers pathologists vital information. In this study, we offer integrated of Enhanced Naive Bayes Ant Colony Optimization 

(ENACO) for efficiently classifying and identifying blood cell images. The most crucial steps in this automated procedure are 

segmentation and classification of blood cells. To detect and categorize the various kinds of blood cells, Digital microscopic pictures of 

the stained blood cells are segmented, and geometrical characteristics are extracted for each segment. The Enhanced Naive Bayes-Ant 

Colony Optimization (ENBACO) was suggested. The experimental findings are compared with the researchers' other current approaches, 

demonstrating the efficiency of the suggested strategy. Typical assessment metrics include F1-score, recall, accuracy, and precision. The 

suggested results were superior to other traditional procedures.    
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1. Introduction 

Blood cell evaluation and counting are particularly 

instructive in clinical practice. Patients with blood diseases 

should pay special attention to this information as they go 

through the phases of observation, development, and 

planning for their therapy [1]. Researchers must identify 

the blood cells in the blood samples and determine their 

relative abundance in order to provide an accurate 

diagnosis of the condition. Red blood cells (RBCs), white 

blood cells (WBCs), and platelets may be identified among 

blood cells in peripheral blood as erythrocytes, leukocytes, 

and thrombocytes [2]. RBCs are necessary for carrying 

oxygen throughout the body. Blood clotting depends 

heavily on platelets [3].  

The immune system's initial line of defense is comprised of 

leukocytes. Numerous blood conditions, including 

leukemia, acute infections, and inflammation, cause 

aberrant white blood cell multiplication. When blood 

problems are present, differential leukocyte counts may 

provide important information for a precise illness 

diagnosis [4]. Leukocytes may be divided into five primary 

kinds based on the nucleus's size and structure, the 

cytoplasm's staining color, and the neutrophil, eosinophil, 

basophil, monocyte, and lymphocyte ratio of nucleus to 

cytoplasm [5].However, differential counting of blood 

cells requires a lot of time and effort if it is exclusively 

done by humans [6]. Additionally, the outcomes may vary 

based on each expert's own subjective viewpoint. Although 

the automated cell counters that are now on the market are 

based on the concepts of flow cytochemistry and laser light 

scattering, of all analyzed blood samples, 23% need expert 

microscopic analysis [7]. Consequently, several attempts to 

create automated cell analysis systems employing image 

processing have already been established. Hence In this 

paper we introduce Enhanced Naive Bayes-Ant Colony 

Optimization (ENBACO) for classified Blood cells. 

2. Related Works 

The study [8] suggested a novel Deep Convolutional 

Generative Adversarial Network (DC-GAN) and Residual 

Neural Network (ResNet)-based methodology for 

classifying blood cell images. The paper [9] presented a 

fused convolutional neural network (CNN) model in this 

study to categorize images of white blood cells (WBC). 

We use a fully connected network with one hidden layer, 

three max-pooling layers, five convolutional layers and 

these layers together. The research [10] proposed the CNN, 

W-Net based technique for classifying WBCs. They test 

W-Net using a large-scale actual data set that they got from 

The Catholic University of Korea. This dataset consists of 

1Assistant Professor, Department of Artificial Intelligence (AI), Noida 

Institute of Engineering and Technology, Greater Noida, Uttar Pradesh, 

India, Email id: kumodkumargupta@gmail.com  

2Professor, Department of Computer Science and IT, Jain (Deemed-to-

be University), Bangalore-27, India, Email Id: 

r.kamalraj@jainuniversity.ac.in  

3Assistant Professor, College of Computing Science and Information 

Technology, Teerthanker Mahaveer University, Moradabad, Uttar 

Pradesh, India, Email id: r4rupal@yahoo.com  

4Professor, Department of Computer Science & Application, 

Vivekananda Global University, Jaipur, India, Email Id: 

surendra.yadav@vgu.ac.in  

 



 

International Journal of Intelligent Systems and Applications in Engineering IJISAE, 2023, 11(8s), 42–48 |  43 

6,562 genuine photos of the five categories of WBC. The 

article [11] proposed novel method for classifying 

microscopic pictures of WBCs using an Optimized Feed 

Forward Neural Network (OFNN). To teach a Feed-

Forward Neural Network (FFN) and find its weights such 

that it has a low error rate and a high classification rate, we 

use the Particle Swarm Optimization (PSO) and the 

Gravitational Search Algorithm (GSA). The article [12] 

employed the parallelism features of GPUs to speed up the 

separation of WBCs from microscopic images. The study 

[13] suggested a two-stage hybrid multi-level strategy for 

accurately separating four distinct types of cells: 

lymphocytes, monocytes, segmented neutrophils, and 

eosinophils. The study [14] proposed using bounding 

boxes to locate and identify white blood cells using the 

YOLOv3 object identification approach. The study [15] 

explained automatic WBC categorization based on 

morphological characteristics such form, color, size, and 

texture using conventional image processing techniques. 

3. Proposed Method 

The remaining portion of the manuscript is organized as 

follows: Concerning the aims or objectives of the research, 

segment 2 describes the preceding study and identifies any 

deficiencies or discrepancies. The Five different kinds of 

leukocytes, erythrocytes, and thrombocytes make up 

peripheral blood cells. Pathologists can diagnose and treat 

a wide range of disorders with the use of the differential 

counting of blood cells. Micrographs of blood cells are 

shown in Figure 1. 

 

 

Fig.1. The blood cells' micrographs. 

Blood cells may be categorized into seven categories on 

the basis of nuclear properties and cytoplasm: erythrocyte, 

neutrophil, eosinophil, basophil, monocytes, lymphocyte, 

and thrombocyte respectively shown in Figure 1.Therefore, 

the capacity to identify and characterize blood cells is 

significant for exact disease diagnosis. Preprocessing, 

image segmentation, feature extraction, and classification 

are the four significant procedures in our automated 

prediction of blood cells in microscopic images. Figure 2 

depicts the automated recognition chart. 

 

 

Fig.2. The Automatic identification of blood cells 

flowchart. 

3.1. Image Pre-processing 

Signal transmission noises of all kinds often impair 

images. De-noising a picture is crucial to image processing 

since it directly affects how well image processing 

operations like image segmentation, feature extraction, and 

image identification turn out. A common method for 

removing noise from images or other data is the median 

filter, a non-linear digital filtering technique. The basic 

concept behind the median filter is to replace each element 

in the signal with the median of its neighboring entries. 

The method is able to maintain the image's crisp edges and 

features while also removing noise. The picture of the 

blood cell is zoomed in Fig. 3(a). Fig. 3(b) provides a clear 

illustration of the relevant de-noising outcome. 

 

Fig.3. Median filter. (a) The blood cell picture 

that has been zoomed. (b) The outcome of (a) after de-

noising. 

3.2.  Experimental setup for eye movement data dataset 

Basically, image segmentation involves dividing an image 

into a number of distinct and homogenous sections that are 

believed to relate to picture items that are significant to a 

particular application. Thus, the blood slide is segmented 

by watershed to include each component in a separate 

space. 

 

Fig.4. (a) The original picture of a blood cell (b) Red 

channel c) The green channel (d) The blue channel 
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3.3. Watershed 

Finding all the lines with the greatest gray levels, or 

watershed lines, is the goal of watershed segmentation. 

The "immersion approach" is the most straightforward 

method of elucidating watershed segmentation. Let's 

pretend we've bored a hole in every surface minimum and 

are going to use that hole to fill several catch basins. Dams 

are constructed when additional immersion would cause 

water from separate catchment basins to mix. The water 

level will rise to a point when just the dam's peak is visible. 

To solve the problem of overlapping cells, the space 

transform of the binary mask of the cells with the largest 

area is applied to the watershed transform. The outcome of 

the watershed segmentation of the blood cell picture is 

shown in Figure 5. 

 

 

Fig.5. Representation dividing up an image (a) A binary 

representation of Figure 4(c)  (b) The splitting of the 

watershed that follows from (a) 

A composite association between eye movements and 

cognitive activities reveals deficiencies associated with 

each underlying process via the oculomotor controls for 

accomplished tasks. As a result, it shows signs of many 

complicated behaviors in those with mental problems. For 

research objectives, several gaze-related motions have 

been examined to get quantitative data on the 

categorization process. Data on eye movements include a 

range of oculomotor controls, including fixations, saccadic 

movement trajectories, duration, and velocity. Saccades are 

quick shifts in the direction of the gaze. During activities 

where maintaining fixation is required, ADHD participants 

have been seen to engage in a high number of intrusive 

saccades. 

3.4.  Feature extraction using Histogram 

It should be noted that a normal human erythrocyte lacks a 

nucleus and has the appearance of a biconcave lens. As a 

result, we separate the nucleus using the red channel. 

Figure 6 shows the histogram from Figure 4(b).Since the 

nuclei are situated at less intensity level, erythrocytes may 

be distinguished with accuracy. The histogram enables us 

to discriminate between erythrocytes and leukocytes, as 

illustrated in Figure 6. 

 

Fig.6. The histogram of figure 4(b). 

3.5. Enhanced Naive Bayes-Ant Colony Optimization 

(ENBACO) 

Using the Bayes rule and a strong assumption of 

independence, a Naive Bayes classifier is a straightforward 

probabilistic model. The conditional independence 

assumption is simplified in the Naive Bayes model. The 

words are conditionally independent of one another after 

they have been assigned a class (positive or negative). This 

presumption allows for the use of very quick classification 

algorithms without significantly affecting text 

classification accuracy. In their 2003 publication, the 

researchers explore the effectiveness of Naive Bayes on 

text categorization problems.  In this instance, the 

expression: gives the greatest likelihood probability of a 

word belonging to a certain class. 

There is much iteration in the ACO algorithm. A number 

of ants build comprehensive solutions on each iteration 

utilizing heuristic data and the accumulated knowledge of 

earlier populations of ants. The pheromone trail, which is 

left behind on the components of a solution, is used to 

symbolize these accumulated experiences. Depending on 

the issue being solved, the pheromone may be applied to 

the connections or components of a solution. Following is 

a description of the pheromone update rule process. 

𝐵(𝑦𝑗|𝑣) =
𝐶𝑜𝑢𝑛𝑡 𝑜𝑓𝑦𝑗𝑖𝑛 𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡𝑠 𝑜𝑓 𝑐𝑙𝑎𝑠𝑠 𝑣 

𝑇𝑜𝑡𝑎𝑙 𝑛𝑜 𝑜𝑓 𝑤𝑜𝑟𝑑𝑠 𝑖𝑛 𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡𝑠 𝑜𝑓 𝑐𝑙𝑎𝑠𝑠 𝑣
 (1) 

Throughout the training stage, hash tables are used to hold 

the word frequency counts. The Bayes Rule states that the 

likelihood that a certain document belongs to class 𝑣𝑗  is 

given by, 

𝐵(𝑣𝑗|𝑡) =
𝐵(𝑡|𝑣𝑗)∗𝐵(𝑣𝑗)

𝐵(𝑡)
     (2) 

The terms are conditionally independent of one another 

given a class (positive or negative), according to the 

simplified conditional independence assumption. This 

simplification assumption causes the model to be labeled 

as "naive." 

𝐵(𝑣𝑗|𝑡) =
(∏ 𝐵(𝑦𝑗|𝑣𝑖))∗𝐵(𝑣𝑖)

𝐵(𝑡)
     (3) 

The words of the text are represented by the 𝑦𝑗 in this case. 



 

International Journal of Intelligent Systems and Applications in Engineering IJISAE, 2023, 11(8s), 42–48 |  45 

The output of the classifier is the group with the highest 

posterior probability. 

3.5.1. The transition rule 

In the ACO algorithm, an ant is a straightforward 

computational agent. It builds a solution to the current 

issue iteratively. Every ant advances from a state r to a 

state s, which corresponds to a more thorough intermediate 

solution, during each iteration of the process. Based on the 

formula below, the 𝑟𝑡ℎant from state r to state s is chosen 

from the remembered unvisited states in 𝐼𝑘
𝑟 . 

𝑔 =

arg
max [𝜏𝑗(𝑘, 𝑤)𝛼 . 𝜂(𝑘, 𝑤)𝛽]𝑖𝑓 𝑜 ≤ 𝑜0(𝐸𝑥𝑝𝑙𝑜𝑖𝑡𝑎𝑡𝑖𝑜𝑛)

𝑢 ∈ 𝐼𝑘
𝑟

 

(4) 

An a posteriori evaluation of the effectiveness of the 

maneuver is provided by the trail level. The trails are often 

updated after all ants have completed providing responses, 

with the level of the trails altering to indicate movements 

that were components of "good" or "bad" replies, 

respectively. The 𝑟𝑡ℎant typically transitions from state k 

to state g with probability𝐵𝑟(𝑘, 𝑔), 

𝐵𝑟(𝑘, 𝑔) = {
𝜏(𝑘,𝑔)𝛼.𝜂(𝑘,𝑔)𝛽

𝑢∈𝐼𝑘
𝑟𝜏(𝑘,𝑤)𝛼.𝜂(𝑘,𝑔)𝛽 𝑖𝑓 𝑔𝜖𝐼𝑘

𝑟

0                       𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
    (5) 

Here, the Possibility of a State Change is denoted 

by 𝐵𝑟(𝑘, 𝑔), the pheromone concentration between states k 

and w in the 𝑗𝑡ℎ group is denoted by(𝑘, 𝑔), also, the 

distance between states trail's length k and w is denoted 

by(𝑘, 𝑔). 𝐼𝑘
𝑟  is the a group of uncharted states for the 

𝑟𝑡ℎant in the  𝑗𝑡ℎ population; and are controlling factors; 

and 𝑜 is a standardized probability between [0, 1]. 

3.5.2.  The pheromone update rule 

The pheromone trails need to be modified to raise the 

standard of the solution. Local and global updating is both 

included in trail updating. The following is a description of 

the local trail update formula: 

𝜏(𝑘, 𝑤) = (1 − 𝜌)𝜏(𝑘, 𝑔) + ∑ ∆𝜏𝑟(𝑘, 𝑔)𝑛
𝑟=1    (6) 

The pace at which the pheromone experiment evaporates is 

represented by (0, 1) in formula (6). The quantity of 

pheromone trail that was added to the edge (𝑘, 𝑤) by ant r 

between time t and time t + 1t in the tour is known as 

𝜏(𝑘, 𝑤). The description is as follows: 

∆𝜏𝑟(𝑘, 𝑔) = {
𝑂

𝐹𝑟
(𝑘, 𝑔)𝜖𝜋𝑟

0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
    

  (7) 

𝐹𝑟  is the distance traveled by the sequence t by the ant in 

one time unit, where 𝑂 is a constant parameter. 

4. Result and Discussion 

Classifying blood cells is a crucial step in medical 

diagnosis since it aids in recognizing and comprehending a 

variety of illnesses and conditions. In this study, we 

proposed an enhanced Naive Bayes ant colony 

optimization algorithm for classifying blood cell images. 

The standard parameters for assessment include F1-score, 

recall, accuracy, and precision. We also compared our 

suggested technique ENBACO with other current methods 

like CNN, C-RNN, and RD-Net. 

In classification tasks, accuracy is a popular assessment 

metric used to quantify the overall correctness of a model's 

predictions. It denotes the proportion of successfully 

predicted occurrences in relation to the total number of 

examples in the dataset. The accuracy of existing and 

suggested techniques is compared in Figure 7 and Table 1. 

The graph illustrates that the suggested approach is more 

precise than previous ones.  

 

Fig.7. Accuracy comparisons between the suggested and 

current approaches. 

Table 1. Comparison of Accuracy 

Methods Accuracy (%) 

CNN [16] 96.2 

C-RNN [17] 97 

RD-Net [18] 86.53 

ENBACO [Proposed] 99.6 

 

precision compares the number of actual achievements to 

the number of projected successes to determine the 

precision of the suggested Procedure. It calculates the 

percentage of accurately predicted positive cases out of all 

positive instances predicted by the model. Figure 8 and 

Table 2 compare the precision of the existing and proposed 

approaches. As the graph shows, the suggested technique 

is more exact than prior ones.  
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Fig.8. Comparison of precision of the existing and 

proposed methodologies. 

Table 2. Comparison of Precision 

Dataset Precision (%) 
 

CNN 

[16] 

C-RNN 

[17] 

RD-Net 

[18] 

ENBACO 

[Proposed] 

1 70 83 75 96 

2 81 85 89 90 

3 86 73 85 93 

4 81 79 82 95 

5 70 83 75 97 

 

The recall is the probability of a positive test assuming it is 

positive. This is referred to as the true positive rate. It 

demonstrates that the new technique outperforms the 

previous methods in terms of recall. In Figure 9 and Table 

3, the recall of the proposed strategy with existing 

techniques is compared to established ways. 

 

Fig.9. The comparison of the recommended method with 

the more traditional one. 

 

 

 

Table 3. Comparison of recall 
 

Recall (%) 

CNN [16] 90 

C-RNN [17] 89.9 

RD-Net [18] 92.01 

ENBACO 

[Proposed] 

93.79 

 

The F1-Score is often utilized while evaluating material. It 

is possible to change the F1-score such that accuracy takes 

precedence over recall, or vice versa. When compared to 

the presently employed approaches, the proposed 

methodology has a higher f1-score. The f1-score of the 

suggested strategy is compared to that of the conventional 

techniques in Figure 10 and Table 4. 

 

Fig.10. The Comparison of F1-score with Traditional and 

suggested techniques 

Table 4. Comparison of F1-score 

Dataset F1-Score (%) 
 

CNN 

[16] 

C-RNN 

[17] 

RD-Net 

[18] 

ENBACO 

[Proposed] 

1 73 81 86 92 

2 86 75 80 90 

3 70 73 85 93 

4 72 75 89 95 

5 81 72 85 98 

 

5. Conclusion 

The classification of blood cells is a crucial process in 

medical research and diagnosis. The automation and 

accuracy of blood cell classification have significantly 

improved because of developments in imaging and 

machine learning approaches. In this study ENBACO 
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classification scheme and geometric characteristics from 

the cytoplasm and nucleus were used in this work to 

develop an effective hierarchical blood cells classification 

approach. Because some leukocytes' cytoplasm shows just 

a very little variation from the background and contacts 

nearby cells, utilizing the recommended hierarchical 

approach for classification performed better than the 

single-stage classification method ENBACO. Furthermore, 

the experimental findings demonstrated that the 

ENBACO classification using hierarchical features might 

in fact enhance classification performance in comparison 

to the ENBACO technique. 
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