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Abstract: In cloud computing, job scheduling is closely related to processing costs and resource use. To ensure the best work completion, 

a variety of optimal task scheduling techniques make good use of these parameters. Task scheduling especially increases the cloud-based 

system's source utilization and processing costs. In order to provide optimal scheduling, numerous optimization methodologies are used to 

enhance task scheduling performance. Several heuristic scheduling techniques, including Min-Min, Max-Min, and Heterogeneous Earliest 

Finish Time (HEFT) algorithms, have been developed and created for cloud-based systems. Several meta-heuristic task scheduling methods 

that produce ideal schedules have also been created, including the scheduling technique based on the Particle Swarm Optimization (PSO), 

and Ant Colony Optimization (ACO). Task scheduling is a plan for controlling the situation in which work must be done. It is providing 

resources to appropriate activities; when tasks are introduced with an eye towards their completion, it appears in the NP-hard crisis feature 

due to a large number of solution explorations and accepts the longest possible time for determining the best outcomes. In a cloud 

environment, results are produced at their best through resource maintenance processes. Task scheduling solves the problem where 

resources must be divided among numerous jobs to maximize resource utilization and shorten operating times. Scheduling approaches 

must be effective in order to achieve higher utilization, and they believe that the network's overall load should be balanced, disturbances 

should be managed, errors should be tolerated, and the execution time should be reduced. 
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1. Introduction

In order to enable a cost-effective, scalable, and flexible 

exploitation of heterogeneous resources, cloud computing 

is a subscription-based on-demand service that provides 

software, infrastructure, and platform-type services. It has 

been linked to Grid computing, distributed computing, 

and utility computing to provide effective virtualization 

and reflection with shrinking space. The way cloud 

computing works is described as assigning jobs to a set of 

resources made up of numerous computers connected by 

the internet and offering a wide range of services, 

including power, storage, and a variety of software 

services, depending on the task at hand [1]. Effective task-

scheduling algorithms can manage these jobs to prevent 

resource overload, enhance resource utilization, shorten 

response times, and increase throughput. Task 

scheduling's goals are to maintain the system's 

consistency, improve speed, build a fault-tolerant system, 

and provide a future deviation in the system, such as 

protection while sacrificing customer time and resources 

for new activities. 

Distributed and centralized scheduling are the two 

categories into which cloud computing job scheduling is 

split. In distributed scheduling, the tasks are distributed 

across a range of resources and placed in several locations 

[2]. The jobs are distributed across numerous resources 

and centralized scheduled with the least amount of 

complexity. The distributed scheduling process is further 

divided into three categories: hybrid, heuristic, and meta-

heuristic. Heuristic scheduling comes in two flavours: 

static and dynamic, and there are four flavors of hybrid 

scheduling: cost-based, energy-based, efficiency-based, 

and Quality of Service (QoS) based. There are two 
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categories of meta-heuristic scheduling: swarm and bio-

inspired. 

 

 

 

Fig 1: Task Scheduling Algorithms Taxonomy. 

 

An ideal object is chosen from a large number of existing 

objects using the optimization process (depending on a 

few specific conditions). It demonstrates how single-

objective and multi-objective functions with a few 

constraints can be used to determine the object's 

maximum and minimum values. It is selection criteria for 

minimum and maximum values rather than a problem-

solving approach [3]. A technique for making anything as 

totally ideal, practical, or competent as is likely is known 

as optimization. By analytically selecting input values 

within a specific range and evaluating the function, an 

optimization strategy minimizes or maximizes an 

objective function. Many fields of functional mathematics 

are included in the specialized optimization review and 

methods for all deterrence. Finding "optimal attainable" 

values for the objective function within a set of constraints 

is the essence of optimization [4]. 

1.2. The optimization's major elements include 

several: 

Objective element: It is a mixture of multiple phrases that 

describes the various traits or qualities of items and 

evaluates to provide the minimum or maximum values. 

Here, one or more objectives are used to solve an 

optimization problem where object compatibility is 

absent. One term or item may be different from another, 

and using weight factors can further make this possible 

[5]. 

Variables: A significant group of unknowns is referred to 

as a variable. The variables have been used to describe 

restrictions and objective utility. Devise Assuring precise 

serviceability and other necessities, variables cannot be 

chosen arbitrarily. 

Constraints: The requirements that allow the unknowns to 

achieve the confidence values without involving others 
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are known as constraints. Prior to now, the devise 

variables, constraints, and goals have been chosen and 

merged to form the goal function of the optimization 

problem. 

The evolution of organizing the jobs for auxiliary use in 

diverse applications is task scheduling and optimization. 

The jobs are distributed across several machines 

according to their equivalents, making it easy to use them 

for vigorous applications. Nature-Inspired Algorithms can 

be thought of as a way to arrange tasks and news amongst 

people or organizations all over the world via the Internet 

without worrying about the message being intercepted and 

without losing the integrity of the original information [6]. 

On the other side, protecting information's intellectual 

property rights has received a lot of attention. The interest 

in exploratory task scheduling methods has been greatly 

stoked by this in recent years. Only the nodes with shorter 

execution times do the tasks first when compared to the 

nodes with greater execution times, according to nature-

inspired techniques. Also, a third party cannot take part in 

the task scheduling but can observe that jobs have been 

finished moving from one node to another. However, 

nodes or virtual machines have been selected using a 

nature-inspired algorithm based on network traffic, cost 

compromise, fittest value, and faster execution times. 

2. Review of the literature 

Due to the vast scale of the network of computers and 

storage devices, task scheduling is one of the fundamental 

problems in cloud computing. In order to maximize the 

use of cloud devices and storage while minimizing costs, 

task scheduling directly depends on the CPU power, 

storage capacity, and source bandwidth. Resources, data, 

policies, instructions, and substitute structures are 

frequently affixed to maintenance agreements, 

communication, and transfer services offering flexible, 

reliable, and least expensive heterogeneous environments 

over the cloud computing environment [7]. Task 

scheduling in cloud computing can be used to take full 

advantage of the vast communication network and 

memory available. For the best task scheduling over 

networks, several researchers have created a variety of 

nature-inspired metaheuristics optimization algorithms, 

such as the Bacteria Foraging (BF) algorithm, Ant Colony 

Optimization (ACO), Genetic Algorithm (GA), and Harris 

Hawk Optimization (HHO). 

Effective and trustworthy task scheduling makes good use 

of both the processing power of resources and the cloud 

storage's memory with the least amount of money spent. 

Because they produce minimal computation time with 

load balancing and maximum throughput, the superior 

task scheduling algorithms have boosted the efficiency of 

cloud computing. Task scheduling is specifically 

employed to preserve resource strength, boost energy 

efficiency, create reliable resources, and produce future 

resource excursions like resource protection and 

consumption [8]. Using the cloud network, load balancing 

is used to manage task scheduling. Under both plans, the 

processing is done efficiently without subjecting the 

systems to an overburden of work. Prior to being 

distributed efficiently among systems, the tasks are first 

introduced to the cloud using an optimal task scheduling 

technique. Due to the task scheduling approach's intensive 

use of the CPU, storage, and resources, the cost of 

processing the tasks is a highly important consideration 

[9]. 

The cloud is an individual competent strategy that offers 

works through a network, and its relevance is expanding 

as networks start to take off. Many users are served by a 

variety of cloud vendors for economical and productive 

communication. Using resources is accomplished by 

efficiently optimizing task scheduling. Resources for 

cloud information interior are distributed based on virtual 

device configuration and concurrent resource requests 

[10]. The virtual machines are effectively utilized for 

efficient cost management to enhance job scheduling 

performance. One of the bio-inspired methods for 

effectively performing work scheduling among Virtual 

Machines (VMs) is the hybrid combination of the Cuckoo 

Optimization Algorithm (COA) and Particle Swarm 

Optimization (PSO). To improve the task scheduling 

strategy, a hybrid cuckoo PSO is developed, and outputs 

are assessed based on task scheduling time and cost [11]. 

Based on the scalability and price of resource distribution 

dynamically, the best job scheduling has improved cloud 

computing efficiency. To improve the exploration and 

exploitation capability of the search space and produce the 

best solution, oppositional logic is also integrated with 

optimization techniques. As a result, Opposition Based 

Learning (OBL) and Line Optimization Algorithm (LOA) 

are combined to enable a task schedule that is both 

efficient and affordable in a heterogeneous CloudSim 

environment [12]. The oppositional lion optimization 

technique is used to optimize the work scheduling strategy 

and make it more efficient. For improving the exploration 

criteria of optimization in various forward and backward 

orientations, the oppositional strategy is introduced. 

Employing the CloudSim tool enhances the searching 

ability of optimization to find the best solution. When 

compared to earlier job scheduling techniques like PSO 

and GA approaches, the lion optimization performs better 

[13]. 

With the aid of a service level agreement, task scheduling 

is particularly suited for cloud computing, where a number 

of businesses are using remote location data and 

performing data processing in a dispersed manner. In this 

case, the optimal virtual devices for job scheduling are 

determined by combining a genetic algorithm with 
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bacterial foraging optimization. These algorithms enable 

job scheduling that is both economical and 

environmentally friendly in order to reduce waste. 

Calculations of the algorithm's convergence speed, 

mobility, and variety are made and contrasted with those 

of competing approaches [14]. 

Another optimization method for giving the data the best 

chance of being attacked is the Dragonfly Optimization 

Algorithm (DOA). While choosing nodes to minimize 

network maintenance costs, energy cost, keys, and speed 

are important considerations [15-17]. The network's 

structure is constantly changing as nodes move in a 

multidimensional environment with dynamic velocity. 

The DOA is applied to this dynamic environment in order 

to choose the nodes, and the results show that it is stronger 

than PSO and earlier systems [18-20]. 

A Black Widow Optimization Algorithm (BWOA) for 

node selection is created for a multidimensional 

environment to increase the security of distributed data 

management systems. This approach considers the 

viewpoint of the attacker, where the selection of nodes can 

be carried out in the best possible way by applying BWOA 

to an objective function that combines stability, mobility, 

energy, and cost. The BWOA assesses network traffic 

results, taking aim at ACO and other schemes' efficiency 

and complexity [21-23]. 

3. The Objective of the Research 

From the list of research motivations above, the following 

particular objectives have been chosen for study. 

(1) To examine different task scheduling methods across 

all cloud computing environment frameworks. 

(2) To create a job scheduling optimization technique for 

the cloud computing environment. 

(3) To assess an algorithm's effectiveness by contrasting 

it with other researchers' algorithms. 

(4) To improve system performance by making use of the 

resources. 

4. The Proposed Work: 

The effectiveness of the Chaos BSA and EHOTS methods 

is analysed to locate the best method for scheduling client 

jobs in a cloud setting. In order to find the best schedule 

for client work, we apply Chaos BSA and EHOTS 

(independently) to the FMO multi-objective optimization 

function. Results from Chaos BSA and EHOTS have been 

compared to those of PSO and ALO, as well as other 

methods, in terms of total cost, for both small and large 

numbers of tasks and iterations.

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The chaos BSA for task scheduling undergoes the following processes. 

Step 1: A connection needs to be made between client tasks and birds. 

Step 2: We set the starting points for the bird locations, the explorable dimensions, the number of iterations, 

and the constants. The chaotic equation is used to seed the initial bird population. 

Step 3: The optimal solution exploration technique then uses the position data of each bird to calculate its 

fitness score. The present ideal solution is to choose the bird with the lowest fitness value. 

Step 4: The minimum objective optimization function 𝐹𝑚𝑜   is represented as: 

𝐹𝑚𝑜 = 𝑚𝑖𝑛𝑖𝑚𝑢𝑚 {𝑤1𝐹𝑓𝑐 + 𝑤2𝐹𝑠𝑐 + 𝑤3𝐹𝑡𝑐}    

Step 5: The birds' positions are adjusted. 

Step 6: All possible repetitions of steps 3 and 4 are carried out. 

Step 7: The solution will be updated with the position information of the final creator bird; this information 

will be used to determine the most efficient method of doing tasks in the cloud. 
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Fig II: The Proposed Block Diagram. 

 

The minimum objective optimization function 𝐹𝑚𝑜    for 

chaos BSA is represented as: 

𝐹𝑚𝑜 = 𝑚𝑖𝑛𝑖𝑚𝑢𝑚 {𝑤1𝐹𝑓𝑐 + 𝑤2𝐹𝑠𝑐 + 𝑤3𝐹𝑡𝑐}                     (1) 

Where, 𝐹𝑓𝑐 is first objective function, 𝐹𝑠𝑐 is second 

objective function and 𝐹𝑡𝑐 is third objective function. 

Moreover, 𝑤1, 𝑤2, 𝑤3 are respective weight factors. 

Total optimization function for a set of goals in EHOTS 

approach, when the attribute functions FPE and FLE are 

combined with a small number of weight factor 

coefficients, 𝐹𝑚𝑒 is clearly demonstrated. 

𝐹𝑚𝑒 = 𝑚𝑖𝑛𝑖𝑚𝑢𝑚 {𝑤1𝐹𝑝1 + 𝑤2𝐹𝑝2}                                      (2) 

Where, 𝐹𝑝1 is first attribute processing expense function, 

𝐹𝑝2 is second attribute processing expense function and 

𝑤1, 𝑤2 are respective weight factors. The minimum 

objective optimization functions is calculated for different 

task range of 500 to 1500 and compared with existing 

approach. The consequences are compared and 

summarized below in Table I. 

Table I: The value of Optimization Function for 500 Tasks. 

Number of Iterations PSO 

 

ALO EHOTS Chaos 

BSA 

20 0.285 0.287 0.274 0.251 

40 0.286 0.321 0.285 0.259 

The EHOTS performs the following steps.  

Step 1: Initially, the mapping between user tasks and elephants is to be done.  

Step 2: The elephant position, searching dimension, elephant populations, number of repetitions, and constant`s 

values provide initial values.  

Step 3: All the elephant`s fitness values are calculated according to the elephant`s position information in the 

optimal solution-searching process. The elephant with minimum fitness value is denoted as the current best 

solution.  

Step 4: The entire elephants are updating their positions.  

Step 5: Step 3 to step 4 is continued for all repetitions.  

Step 6: The position information about the last leader elephant will be added to the solution, which is used for 

generating the best execution scheme of tasks in the cloud computing environment.  
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60 0.284 0.286 0.324 0.318 

80 0.287 0.328 0.329 0.316 

100 0.326 0.319 0.326 0.324 

 

According to the data presented in Figure III and Table I, 

PSO achieves 14% better outcomes than ACO, whereas 

ALO provides 12% better outcomes than PSO. By 

comparison to ALO, the EHOTS produces 11% higher 

yields, and compared to PSO, it yields 12% higher yields. 

For modest numbers of activities (500 tasks), the Chaos 

BSA produces 13% higher efficiency compared to 

EHOTS, 15% superior efficiency compared to ALO, and 

19% superior efficiency compared to PSO based on 

overall cost. 

 

 

Fig III: The value of optimization function for 500 Tasks. 

 

Table II: The value of Optimization Function for 1000 Tasks. 

Number of Iterations PSO 

 

ALO EHOTS Chaos 

BSA 

20 0.3326  0.2811 0.2798 0.2718 

40 0.3313  0.3063 0.2536 0.2453 

60 0.2926  0.2614 0.2467 0.2347 

80 0.2912  0.2784 0.2614 0.2458 

100 0.2897  0.3125 0.2798 0.2578 

 

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

20 40 60 80 100

En
ti

re
 C

o
st

Iterations count

PSO ALO EHOTS Chaos BSA



 

International Journal of Intelligent Systems and Applications in Engineering IJISAE, 2023, 11(8s), 294–302 |  300 

 

Fig IV: The value of Optimization Function for 1000 Tasks. 

 

According to the findings (shown in Figure IV and Table 

III), the PSO achieves outcomes that are 16% more 

favourable than those generated by the ACO, while the 

ALO provides outcomes that are 8% more favourable than 

those generated by the PSO. When compared to ALO, the 

EHOTS produces outputs that are 8% higher, and when 

compared to PSO, those outputs are 13% higher. In terms 

of the overall cost for a large number of tasks (1000 tasks), 

the Chaos BSA generates 11% superior efficiency in 

comparison to EHOTS, 16% superior efficiency in 

comparison to ALO, and 21% superior efficiency in 

comparison to PSO. All of these comparisons are made on 

the basis of the number of iterations. 

 

Table III: The value of Optimization Function for 1000 Tasks. 

Number of Iterations PSO 

 

ALO EHOTS Chaos 

BSA 

20 0.293 0.275 0.264 0.241 

40 0.291 0.272 0.263 0.238 

60 0.283 0.274 0.261 0.237 

80 0.284 0.261 0.257 0.228 

100 0.276 0.253 0.258 0.215 
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Fig V: The value of Optimization Function for 1000 Tasks. 

 

Figure V and Table III show that compared to PSO, ALO 

yields 14% better results. When compared to ALO, the 

EHOTS produces 11% better results, and when compared 

to PSO, the EHOTS produces 14% better results. For high 

numbers of jobs (1500 tasks), the Chaos BSA generates 

15% better efficiency than EHOTS, 15% better efficiency 

than ALO, and 24% better efficiency than PSO in terms 

of overall cost. 

5 Conclusion: 

When using cloud computing, the scheduling of jobs has 

a significant impact on the amount of computer power and 

other resources that are used. Many studies have used 

these criteria to find the most effective way to partition the 

work that needs to be done. The work scheduling feature 

of a cloud-based system can make the use of its resources 

and the overall cost of the process look noticeably better. 

Several scholars have collaborated to develop and put into 

practise a variety of optimization algorithms with the goal 

of improving cloud-based job scheduling. In this work, we 

generate the most optimal scheduling of users' tasks by 

employing a combination of two methods: the Elephant 

Herding Optimization based Task Scheduling (EHOTS) 

method and the Chaos Bird Swarm Algorithm (Chaos 

BSA) method. Our objective is to maximise the utilisation 

of cloud resources while minimising the amount of money 

spent on processing. The simulation is carried out with the 

help of the tool MATLAB 2019a, and the findings 

indicate that Chaos BSA performs better than EHOTS, 

ALO, and PSO in terms of the overall cost. This is the case 

regardless of the number of tasks or iterations involved. 

It is possible that in the not too distant future, researchers 

may be able to organise work according to audio and 

visual data. It's possible that one day we'll be able to 

improve the Strength of Chaos BSA and EHOTS by 

incorporating concepts like entropy and multidimensional 

chaotic maps. There is room for development in the 

capability of the task to be scheduled. 
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