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Abstract:  Pneumonia, a potentially dangerous respiratory condition, affects millions of people worldwide. Pneumonia has to be 

identified as early and precisely as possible in order to successfully treat and care for patients. Although the diagnosis of pneumonia is 

often made via chest X-ray (CXR) imaging, doing so may be time-consuming and complicated for medical professionals. This article 

proposes a novel strategy for the identification of pneumococcal infection in CXR images using bio-inspired optimization based Long 

Short-Term Memory (BIO-LSTM) methodologies. Bio-inspired optimization techniques are used, such as Stud Genetic Algorithm 

(SGA) to enhance the performance of the LSTM model. CXR images were compiled into a comprehensive Kaggle dataset from some 

sources. To provide an accurate portrayal of the target pathophysiology, the dataset included a wide variety of pneumonia and non-

pneumonia patients. The dataset received a preprocessing phase utilizing Sparse Auto-Encoder (SAE) methods to enhance its quality and 

utility. A popular feature extraction method is the Gabor filter, which takes inspiration from the human visual system.  These algorithms 

optimize the LSTM design and its parameters by simulating the behavior of natural systems, such as the development of genetic 

populations.  A dataset of CXR including both normal and pneumonia patients is utilized to assess the suggested approach. Results from 

experiments show that the BIO-LSTM strategy for identifying pneumonia performs better than conventional approaches. According to 

this study's results, pneumonia may be identified more precisely and reliably by combining BIO-LSTM algorithms with the temporal 

information included in CXR images.    
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1. Introduction 

Inflammation of the lungs' air sacs is a typical feature of 

pneumonia, a respiratory illness. A chest X-ray of the 

patient may be examined, and particular anomalies can be 

identified to identify the presence and severity of the 

sickness [1]. One of the most common signs of pneumonia 

is consolidation on an X-ray of the chest. Consolidation 

happens when fluid or pus becomes trapped in the air-filled 

chambers of the lungs. It appears as dense or irregular 

opacities on the X-ray, which signify areas that are 

infected [2]. Infiltrates are regions of the lungs where the 

infection has become more prevalent. They may appear as 

hazy or fuzzy opacities on the X-ray, often in a lobar or 

segmental distribution [3]. Air bronchograms are a useful 

indicator of pneumonia on a CXR. These are bronchial 

tubes that are lined with hardened lung tissue and filled 

with air. The infection is seen on the X-ray as a branching 

pattern of black bronchi among the white opacities [4]. The 

location of the opacities that are shown on a CXR may also 

give information regarding the kind and severity of 

pneumonia that is present. In contrast to lobar pneumonia, 

which affects an entire lobe of the lung, 

bronchopneumonia often presents as diffuse opacities that 

are patchy and distributed across the lungs [5]. A condition 

known as pleural effusion is when there is an accumulation 

of fluid in the pleural space as a consequence of 

pneumonia. On a chest X-ray, the sharp angle that 

normally exists between the lung and the chest wall 

becomes softened or concealed due to pleural effusion. In 

addition to pneumonia, this is another observation that 

could be made about the patient [6]. The amount and 

location of the opacities shown on the X-ray may vary 

depending on the causative agent and stage of pneumonia. 

For instance, larger, more pronounced opacities may be 

seen in bacterial pneumonia whereas smaller, more 

widespread opacities may be present in viral pneumonia 

[7]. The initial stage in the diagnosis of pneumonia often 

involves a chest X-ray, but it's important to keep in mind 

that the findings are not always definitive. Occasionally, 

further imaging tests, such as a CT scan or clinical 

examination, may be necessary to determine the presence 

of pneumonia and determine its severity [8]. To analyze 

the pictures and provide a precise diagnosis, radiologists 

and other medical personnel skilled in reading chest X-rays 
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are essential. They can recognize the distinctive 

pneumonia-related symptoms and tell them apart from 

other lung anomalies thanks to their expertise [9]. It is 

important to remember that a CXR cannot identify the 

pneumonia-causing agent by itself. It may be necessary to 

do further diagnostic procedures, such as sputum cultures, 

blood tests, or molecular testing, to pinpoint the precise 

bacteria causing the illness [10]. This article proposes a 

novel strategy for the identification of pneumococcal 

infection in CXR images using bio-inspired optimization 

based Long Short-Term Memory (BIO-LSTM) 

methodologies. 

2. Related Works 

 In the study [11], they identify the occurrence of COVID-

19 in CXR images; a new BMO-CRNN model is 

developed. Several performance measures are analyzed to 

probe the experiment's results. The model's optimum 

performance was shown in simulations using BMO-

CRNN. In research [12], they want to create a reliable 

model for extracting high-level characteristics of COVID-

19 from CXR pictures, which would aid in timely 

diagnosis. Performance has been verified and compared to 

that of other methods, including more traditional machine 

learning and deep learning methods, meta-heuristics 

approaches, and chaotic maps. According to the available 

data, people infected with COVID-19 often have 

symptoms after a lung infection. Therefore, in certain areas 

where PCR is not easily accessible, CXR and chest CT 

may serve as a proxy. To exhibit that the suggested method 

yields state-of-the-art outcomes, we performed tests on 

three open-source datasets [13]. Research [14] provided a 

deep learning technology that, by combining the Xception 

neural network with LSTM, can automatically diagnose 

patients with pneumonia in X-ray pictures. The model 

starts by using the Xception network to extract deep 

features from the data, then it sends those features to the 

LSTM, where it is detected, and lastly, the most important 

characteristics are chosen. Second, the conventional cross-

entropy loss is inadequate to rectify the imbalance of 

categories present in the samples used for the training set. 

On the already available datasets, the study has produced 

the desired outcomes when compared to the current 

technological approaches. And help clinicians improve 

their categorization accuracy for pediatric pneumonia. In 

research [15], they provide a novel metaheuristic-based 

fusion model for detecting COVID-19 from CXR. Some 

preprocessing, feature extraction, and classification 

procedures are included in the proposed model. We 

evaluate the suggested model's performance on the CXR 

image dataset from some angles. The results collected 

verified the provided model's higher presentation 

compared to state-of-the-art techniques. In research [16], 

they present a new methodology for predicting pneumonia 

and Covid-19 in the lungs based on chest X-rays. The 

components of the system include data set collection, 

picture enhancement, region of interest estimate that is 

both adaptive and precise, feature extraction, and illness 

prognosis. We have utilized two publicly accessible sets of 

CXR images to compile our data. The suggested approach 

is shown to be both resilient and efficient in experiments, 

outperforming previous best practices. Automatic 

diagnosis of COVID-19 is performed by thorough 

medication reports from medical pictures, to highlight 

coronavirus testing procedures and control community 

spread. Analysis of the suggested algorithm's performance 

in comparison to the state-of-the-art model demonstrates 

its superiority for COVID-19 detection segmentation and 

classification [17]. To correctly diagnose pneumonia from 

chest X-rays, a novel hybrid explainable deep learning 

system is suggested. The suggested hybrid process 

combines the strengths of ensemble convolutional 

networks with those of the Transformer Encoder algorithm 

[18]. The Hill-Climbing Algorithm-based CNN (CNN-

HCA) model is a suggested optimization strategy for 

improving the CNN model's parameters to improve the 

CNN classifier's performance. Using a simulation analysis, 

we compare the proposed CNN-HCA model's performance 

to that of other hybridized classifiers, such as Particle 

Swarm Optimization [19]. Research [20] presented an 

Optimized Transfer Learning-based Approach for the 

Automatic Detection of COVID-19, which utilizes CXR 

images to provide a diagnosis based on an optimization 

technique applied to a total of twelve different CNN 

architectures. As shown by the experiments, the highest 

performance is attained by the DenseNet121 optimized 

design.     

3. Methodology  

The SAE was utilized to reduce noise, enhance image 

clarity, and extract relevant features. By training the SAE 

on a large set of unlabeled CXR images, the model learned 

to reconstruct the input data while capturing the salient 

features of the images. The encoded representations 

obtained from the SAE were then used as the input for 

subsequent feature extraction. 

It is particularly effective in capturing texture information, 

which is crucial for identifying subtle patterns in CXR 

images. The Gabor filter bank was applied to the 

preprocessed images to extract discriminative features that 

represent the texture and structural characteristics 

associated with pneumonia. Multiple scales and 

orientations of the Gabor filters were used to ensure the 

extraction of relevant information across different spatial 

frequencies. 
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3.1. Dataset Descriptions  

This study uses a Kaggle-obtained pneumonia dataset 

based on latter and frontal CXR imaging of chosen 

pediatric patients from the Women and Children's Medical 

Centre in Guangzhou. Patients in the dataset range in age 

from infants to young children. CXRs were taken as part of 

the regular medical treatment for the patients. 1341 normal 

CXR pictures and 3875 images with pneumonia serve as 

the training data. However, the test data includes 390 

photos of pneumonia-infected CXR and 234 images of 

healthy CXR. Fig. 1 depicts an example of normal CXR, 

while CXR taken from a patient with pneumonia [21].    

 

Fig. 1. Illustrations of  CXR images [21] 

3.2. Sparse Auto-Encoder 

During network training, a sparse penalty (g(x)) might be 

included in the role Z in place of solely minimizing the 

cost function Z(x, f (g(x))), which calculates the disparity 

among x and y=f (g(x)). The AE's ability to express x with 

a limited number of h apparatus is improved by selecting 

the function g(x). The AE is referred to be an SAE when 

this occurs.     

Fig. 2 depicts a sample SAE network to exhibit the 

aforementioned concepts. It consists of a core layer, which 

is the source of the h internal codes, and an equivalent 

numeral of encoding and decoding layers, which are both 2 

in this particular figure. For SAE networks, a symmetric 

layout is required. There are M neurons in the encoder and 

M neurons in the decoder, where M is the length of the 

sampled signals. Each structural signal x, which is 

collected of M data points, is mapped onto K neurons in 

the middle layer. These K neurons correspond to the K 

interior apparatus h that are utilized to differentiate the 

signal. Note that 𝐾≪𝑀, indicating that the input variables 

have been transformed into new ones with lesser 

dimensions. To do this, two distinct structures are 

investigated concerning the primary SAE factors 

(explained in more detail in the article), namely the 

numeral of encoding/decoding layers & the size of the 

vector h. It should be noted that significant data regarding 

the structure's behavior is evaluated using the feature 

vector h.  

 

Fig. 2. SAE network. 

3.3. Feature Extraction Using the Gabor Filter 

An excellent tool for image processing, particularly in FR, 

is the Gabor filter. In the spatial domain, a composite 

sinusoidal hydroplane signal with a center frequency of f 

and an orientation θ of modulates a Gaussian kernel 

function, and this process is known as a Gabor filter. 

H(w, z) =

e2

πγη
f (−

w′2
+γ2z′2

2σ2 ) f (i2πex′+ϕ)
w′=w cos+z sin θz′=−w sin θ+z cos θ 

 

(1)  

Where γ and η stand for the ratio between the center 

frequency and the Gaussian function's standard deviation 

σ, and ϕ denotes phase counteract. 

The stripes in the function are controlled by the 

wavelength, with a higher frequency resulting in narrower 

stripes. The Gabor envelope's rotation is determined by the 

orientation, while the function's height is determined by its 

aspect ratio. When the aspect ratio is extremely high, the 

envelope's height is close to one pixel, and when the aspect 

ratio is very narrow, the height spreads over the whole 

picture. The size of the Gabor envelope is determined by 

the bandwidth, with a larger bandwidth resulting in a larger 

envelope and hence more possible stripes.  

One of the numerous benefits of using a Gabor filter is that 

it is scale-, rotation-, and translation-invariant. The ability 

to use Gabor filters with varying frequencies and 

orientations makes them well-suited for extracting a wide 

variety of characteristics from an image, and they are also 

resilient against picture disruptions like changes in light. 

Feature extraction for texture analysis and segmentation is 

aided by them greatly. While the orientation shifts to 

monitor texture in a certain direction, the Gaussian 

envelope standard deviation changes to regulate the size of 

the studied area in the image.   

3.4. Bio-inspired optimization LSTM 

Bio-inspired optimization LSTM (BIO-LSTM), is a 

cutting-edge method that combines the strength of 

optimization methods inspired by biological systems with 

the capabilities of LSTM networks. In a variety of 

applications, including time series prediction, natural 
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language processing, and sequential data analysis, this 

fusion of approaches attempts to increase the effectiveness 

and performance of LSTM models.  

The incorporation of an optimization algorithm into the 

training process is a crucial component of BIO-LSTM. 

This approach uses iterative evaluation to direct the search 

for the best weights and biases for the LSTM network. 

This process is comparable to the biological systems' 

natural selection mechanism, where the more fit 

individuals have a higher chance of surviving and 

procreating. 

Stud Genetic Algorithm (SGA):  

• Development: The use of evolutionary computing 

approaches is widely supported. Fogel clarified the 

many benefits and drawbacks of each algorithm and 

its variations in 1995. An efficient solution to address 

the multidisciplinary optimization (MDO) issue was 

required as a result of the development of the 

multidisciplinary optimization discipline. SGA was 

thus established. 

• Intent: The major goal of this was to create new 

children by mating the best member of the population 

with every other member. This does not use stochastic 

selection. The core of this method is the crossover 

operation. The common bit mutation with a low 

frequency is the mutation employed in this instance. 

Standard 2-point crossover and a decreased substitute 

consistent intersect were both explored.  

• Performance: Several test functions were utilized to 

evaluate the SGA's functionality. Different difficulties 

arise from each collection of functions. The SGA does 

not use stochastic selection and keeps the conventional 

discrete bit format. The strategy is simple, yet it seems 

to be a potent tool for navigating challenging 

multimodal situations. 

• Application: Power system optimization, data mining 

rule extraction optimization, computer-aided design 

(CAD) mobile robot path planning, flight control 

system design, pattern recognition, various scheduling 

problems, portfolio optimization, and multi-objective 

vehicle routing are just some of the many possible 

applications.   

LTSM) network is a subset of artificial neural networks. 

It's a kind of recurrent neural network, a potent deep 

learning technology. Each LTSM stores the results of 

processing a sequence of any length (w1, w2,... ws,...) in a 

single memory slot, much like a chain of repeating 

modules in a neural network. An example LTSM module's 

construction and operating principle are shown in Fig. 3.  

 

 

Fig. 3. An LSTM network module 

The term "cell state" is used to describe the horizontal axis 

at the module's top. It travels in a straight line down the 

length of the chain, storing sequential data in an internal 

state and enabling the LSTM to retain information learned 

at later times. The gates stand for how data is filtered; they 

regulate the state of the cell by determining how much data 

is forgotten (the "forget gate"), how much is remembered 

(the "input gate"), and how much is revealed (the "output 

gate"). A sigmoid neural network layer and a point-wise 

multiplication operation make up each gate. The sigmoid 

layers generate integers in the range [0, 1] that indicate 

what fraction of the input data should be sent through. 

Getting a "zero" as a result implies rejecting everything, 

whereas getting a "one" means allowing everything. The 

LSTM component operates as follows. The initial phase of 

LSTM is to determine which previous states' information 

should be forgotten after getting the new information 𝑒𝑠 in 

state s, using equation (2) to output a number inside [0, 1] 

from the forget gate.  

𝑒𝑠 = 𝜎1(𝑋𝑒 . [𝑔𝑠−1, 𝑤𝑠] + 𝑎𝑒),   (2)  

When stored in cell state, 𝑠 − 1 is the output in states 𝑋𝑒 

and 𝑎𝑒. In this stage, the values updated in the cell state, 

such as 𝑗𝑠, are decided in the sigmoid layer 𝜎2 using a 

vector of potential values, such as �̃�𝑠, that is 

simultaneously produced by the tanh layer. Equation (3) 

then updates the new cell state 𝐷𝑠  with the updated 

information from the old cell state. 

 𝐷𝑠 = 𝑒𝑠 ∗ 𝐷𝑠−1 + 𝑗𝑠 ∗ �̃�𝑠   (3) 

Which 𝑒𝑠 and �̃�𝑠 are defined in equations (4 & 5) 

𝑒𝑠 = 𝜎2(𝑋𝑗.[𝑔𝑠−1, 𝑤𝑠] + 𝑎𝑗),   (4) 

.�̃�𝑠 = tanh(𝑋𝑑.[𝑔𝑠−1, 𝑤𝑠] + 𝑎𝑑),  (5) 

Where (𝑋𝑗,𝑎𝑗) and (𝑋𝑑,𝑎𝑑) are the weight matrices for the 

input gate and memory cell state biases, respectively. The 

last step is to generate LSTM cell output values from the 

current state. The output gate 𝑃𝑠 computes a fraction of the 

cell state to be outputted as a number between 0 and 1 

using the sigmoid layer  𝜎3 layer's scaling of the vector 

state to the range [1, 1]. 
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Multiplying these two integers in equations (6 & 7) serves 

as a variety of regulation and filtering before the result 𝑔𝑠 

is produced. 

𝑔𝑠 = 𝑝𝑠 ∗ tanh(𝐷𝑠),   (6) 

𝑃𝑠 = 𝜎3(𝑋𝑝.[𝑔𝑠−1, 𝑤𝑠] + 𝑎𝑝]   (7) 

Where 𝑋𝑝.and 𝑎𝑝 represent the weight matrix and output 

gate bias, respectively. Different writers have also 

proposed several LSTM variations. Different writers have 

also proposed several LSTM variations.    

4. Results 

Based on the True Positive (TP), True Negative (TN), 

False Positive (FP), and False Negative (FN) findings from 

the confusion matrix, the performance of the classifier is 

determined. The classifier has correctly predicted the real 

scenario if it returned TN or TP. In contrast, the classifier 

predicted incorrectly in the situations FP and FN. 

The percentage of samples for which the suggested 

approach accurately predicted results is used to assess how 

accurate the system. The accuracy is calculated using the 

equation (8). 

Accuracy =
TP+TN

TP+TN+FP+FN
            (8) 

Fig. 4 displays comparable values for the accuracy metrics 

and makes it evident that the suggested technique can 

generate performance results that are better than those 

generated by the current research approaches. The 

suggested method's accuracy of 96% outperforms the 

results of the current ones, which include BIO-LSTM 

having a 65% accuracy rate, NN at 75.48%, KNN at 

86.64%, and SVM at 98.27%. When classifying the data, 

the suggested technique outperformed existing techniques. 

 

Fig.  4. Results of accuracy 

Table 1. Numerical outcome of accuracy 
 

Accuracy (%) 

NN[21] 75 

KNN[21] 77 

SVM[21] 80 

BIO-LSTM[Proposed] 95 

 

One of the most crucial standards for accuracy is 

precision, which is well-defined as the ratio of correctly 

classified cases to all instances of predictively positive 

data. The precision is calculated using equation (9).  

precision =
TP

TP+FP
    

 (9) 

Fig. 5 displays comparable values for the precision 

measures. With a 90% precision, the suggested method 

outperforms the currently used ones, which include BIO-

LSTM ( in precision (61%), KNN (82.48%), SVM 

(71.64%), and NN 88.27%). The proposed method 

achieved more data categorization precision than other 

methods currently in use.  

 

Fig.5.  Results of precision 

Table 2. Numerical outcome of precision 
 

Precision (%) 

NN[21] 76 

KNN[21] 78 

SVM[21] 80 

BIO-LSTM[Proposed] 94 

 

The suggested model's sensitivity is its ability to recognize 

each important sample in a data collection. It is derived 

statistically by dividing the percentage of TPs by the total 

of TPs and FNs.  The sensitivity is assessed using the 

equation (10).  

sensitivity =
TP

TP+FN
    (10) 

In Fig. 6 Sensitivity-wise, NN scores 64.35%, KNN.86%, 

SVM85.63%, and BIO-LSTM 90.08%. 

 

Fig. 6.  Results of sensitivity 
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Table 3. Numerical outcome of sensitivity 
 

Sensitivity (%) 

NN[21] 85 

KNN[21] 84 

SVM[21] 83 

BIO-LSTM[Proposed] 96 

 

The potential of a model to identify each important sample 

within a data collection is known as recall. The percentage 

of TPs divided by the sum of TPs and FNs is how it is 

statistically defined. The recall is calculated using equation 

(11).  

Recall =
FN

FN+TP
    (11) 

Comparative data for the recall metrics are shown in Fig. 

7.  Recall rates for BIO-LSTM (are 80.31%, KNN 70.14%, 

SVM 66.82%, and NN 87%. 

 

Fig. 7. Results of recall 

Table 4. Numerical outcome of recall 
 

Recall (%) 

NN[21] 75 

KNN[21] 83 

SVM[21] 86 

BIO-LSTM[Proposed] 96 

 

The harmonic mean of the proposed model is computed to 

merge "recall and precision" into a single component 

called the f1-score. The f1-score is calculated using 

equation (12).  

F1 − score =
(precision)×(recall)×2

precision+recall
   (12) 

In Fig. 8, BIO-LSTM scored (70.93%) on the f1-score, 

followed by KNN (60.19%), SVM (80.67%), and NN 

(86.23%). 

 

Fig. 8.  Results of f1-score 

Table 5. Numerical outcome of f1-score 
 

F1-Score (%) 

NN[21] 76 

KNN[21] 79 

SVM[21] 83 

BIO-LSTM[Proposed] 97 

 

Specificity is the ability to assess the substance in the 

condition of elements that could be predicted to be present. 

The ratio between the value of TNs and the sum of TNs 

and FPs is a general understanding of specificity. The 

specificity is calculated using equation (13).  

specificity =
TN

TN+FP
    (13) 

In Fig. 9, the Specificity for KNN is 62.55%, K-means is 

80.97%, CNN is 72.36%, and MA-CNN is 87.98%.  

 

Fig. 9. Results of specificity  

Table 6. Numerical outcome of specificity  
 

Specificity (%) 

NN[21] 72 

KNN[21] 76 

SVM[21] 80 

BIO-LSTM[Proposed] 95 
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5. Conclusion 

In this work, a new method for combining a combination 

of BIO-LSTM approaches to detect pneumonia in images 

from chest X-rays is proposed. CXR images were 

compiled into a comprehensive Kaggle dataset from many 

sources. To provide an accurate portrayal of the target 

pathophysiology, the dataset included a wide variety of 

pneumonia and non-pneumonia patients. The dataset was 

processed utilizing SAE methods to enhance its quality and 

utility. Utilizing the Gabor filter to feature extraction.   A 

dataset of chest X-rays including both normal and 

pneumonia patients are used to assess the suggested 

approach. Experimental findings show that the BIO-LSTM 

methodology outperforms more conventional approaches 

in terms of performance. The results of this investigation 

indicate that BIO-LSTM is combined. The method may 

help doctors identify patients more quickly and accurately, 

improving patient outcomes and lowering healthcare costs 

in the process.  
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