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Abstract: A large portion of the Indian population cannot simply access healthcare facilities. Private hospitals located in and around 

towns and cities are the primary providers of medical care. Because of this, patients in remote towns and villages must travel great 

distances to receive basic and specialized medical care. It has been noted that consumers only seek medical attention from a doctor or 

other medical professional when all other home cures have failed to relieve their symptoms. This is likely due to a lack of understanding 

as well as other behavioural variables. A novel approach to ensembling was created by the researchers. Results from experiments validate 

the effectiveness of the proposed strategy in boosting the classification accuracy. The disease prediction system developed in this study 

showed promising results and has use in the early detection of chronic diseases. The increasing death toll from chronic illness can be 

combated with the help of these prototypes. The introduction of these chronic disease prediction systems in primary care settings would 

be a major improvement in healthcare quality. The scope of this study will be broadened to incorporate the creation of prediction models 

for other diseases. 
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1. Introduction

The main causes of death in India are chronic illnesses 

like cancer, diabetes, and CVDs. The World Health 

Organization (WHO) urges the urgent development of 

affordable drugs for the treatment and prevention of 

various illnesses. The second leading cause of death 

worldwide is cancer [1]. Among a population of 13 

billion people, slightly more than ten lakh new instances 

of cancer are identified each year. In addition to cancer, a 

number of other chronic diseases represent a serious 

threat to the health of the Indian population. Concerns 

are raised about the high frequency, morbidity, and 

mortality of chronic kidney disease (CKD). A global 

health issue is the viral illness hepatitis. In India, 3.3% of 

people are infected with hepatitis B. Over 40 million 

people in India have hepatitis [2]. The national 

prevalence of diabetes was found to be 11.8 percent in 

2019 according to the National Diabetes and Diabetic 

Retinopathy Study. The World Health report points out 

that among the major NCDs, the increase in diabetes-

related health losses in India since 1990 has been the 

greatest. All of these statistical data indicate that there is 

room for improvement in the Indian healthcare industry. 

Healthcare facilities that are accessible and affordable 

will help the problem [3]. 

Since information technology (IT) has been fully 

incorporated into the healthcare industry, it has seen 

greater evolution. The goal of integrating IT into 

healthcare is to improve people's quality of life by 

making it more comfortable and inexpensive, similar to 

how cell phones did so. Making healthcare smarter could 

make this possible. For instance, the development of 

smart ambulances, hospitals, and other healthcare 

infrastructure could do this [4]. Every year, a study on 

patients affected by chronic diseases in a certain area is 

conducted, and it is discovered that there is very little 

gender difference in the patients. It is also discovered 

that many patients were admitted in 2014 in order to treat 

their chronic illnesses. Instead of using simply structured 

data, using both structured and unstructured data yields 

findings that are extremely accurate [5-6]. 

Recent decades have seen the introduction of some 

groundbreaking technologies for the quick collection of 
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data, including MRI (magnetic resonant imaging) 

readouts, ultrasonography, social media data, and 

electronically acquired activity, behavioural, and clinical 

data. Because these healthcare big data sets are high 

dimensional, the number of features captured for each 

observation may exceed the number of observations as a 

whole [7]. They lack statistical power, are cross-

sectional, noisy, and scarce. The problems in the high-

dimensional data sets can be resolved by using machine-

learning techniques. In a number of fields, machine 

learning contributes more. At the same time as healthcare 

epidemiology is on the verge of a significant transition, 

many complex models employ greater training data that 

are already available [8]. This data can help increase 

understanding of disease risk factors, decrease 

healthcare-associated infections, improve patient risk 

stratification, and identify infectious disease transmission 

routes. The interpretation of laboratory findings and 

other patient information can be made easier by machine 

learning to aid in the early detection of diseases [9]. 

Using knowledge discovery in the database, the low-

level data might be transformed into high-level 

knowledge to help with early disease identification. To 

improve prediction accuracy and cut down on model 

training time, the data collected to create a data set 

should be pre-processed for missing values before only 

the crucial characteristics required for precise illness 

prediction are selected [10]. 

Diabetes, cardiovascular conditions, cancer, strokes, 

hepatitis C, and arthritis are the most prevalent chronic 

illnesses. The detection of such diseases is crucial in the 

healthcare industry since they are long-lasting and have a 

high death rate. Predicting the condition can help people 

take preventative measures to avoid having it, and early 

discovery of the disease can aid with improved treatment 

[11]. Machine learning uses a variety of methods, 

including supervised, semi-supervised, unsupervised, 

reinforcement learning, evolutionary learning, and deep 

learning. The processing of features that have been 

retrieved from real data and are organized as vectors is 

the issue at hand. The effective fusion of such vectors 

determines the processing quality. However, the high 

dimensionality of the vectors or the inconsistencies in the 

data are typically major problems [12]. In order to 

transform the data set into a highly compatible 

dimension, it is crucial to minimize the dimensionality of 

the data set, even if doing so results in a slight loss of 

features. The performance of the model is enhanced by 

this decrease in the dimensionality of the data set [13]. 

What follows is the outline for the rest of the paper. The 

related work is briefly described in part 2, and the 

methodology and the theoretical foundations of the 

methods used are described in section 3. The simulation 

results and analysis are presented in section 4. For the 

chapter’s final section, “key findings” we summarize the 

most important results. 

2. Previous Related Work 

It is also crucial to apply feature extraction techniques to 

improve the system's performance. The process of 

extracting features involves transforming the original 

data into a data set with fewer variables that contain the 

most discriminating information. Medical datasets 

typically have many features and are high-dimensional. 

The processing of high-dimensional medical data sets 

necessitates a significant amount of computing power 

[14]. Furthermore, it takes a long time to process these 

datasets. The method of feature extraction reduces the 

number of features required for processing without 

sacrificing crucial or pertinent details for a particular 

disease. The redundant characteristics that are present in 

the disease datasets are also reduced via feature 

extraction. By using specific transformation techniques, 

it converts the data from high-dimensional to low-

dimensional space [15]. Combining a portion of new 

features with existing features and generating new 

features from the original features to improve 

classification accuracy, decreases the dimensionality of 

the data. Also, data reduction speeds up learning and 

improves the effectiveness of any machine learning 

process. A crucial step in creating ML models for 

medical datasets is feature extraction. These datasets are 

typically very large and take a long time to process 

because of their high dimensionality [16]. 

A small group of academics conducted research to 

identify important risk factors for ischemic heart disease. 

The authors used the PCA method to find relationships 

between the attributes. Another group of researchers 

used the PCA method in their study to improve the 

efficacy of machine learning methods. A few additional 

researchers used PCA and fuzzy approaches to produce 

the unique feature extraction technique known as 

Adaptive Neuro-Fuzzy Inference System (ANFIS) [17]. 

The purpose of the investigation was to identify lymph 

disorders. The study's classification accuracy was 

88.83%, and the results were satisfactory. Several 

researchers looked at the efficiency of the PCA-SVM 

combo for detecting coronary artery disease early 

(CAD). The research found that the PCA-SVM method 

improves accuracy [18]. Some scientists utilizing PCA 

offered an adaptive analysis of the data. Another team of 

researchers used the least square support vector machine 

classifier in conjunction with PCA to create a high-

performance hepatitis detection system. The selection of 

hybrid features has been done using a variety of 

techniques [19]. The research carried out by a few more 

academics suggested a hybrid paradigm for the early 

detection of breast cancer. In order to determine the 
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significant features, the study found that a mix of 

sequential backward search and PCA techniques 

generated the best results. With the use of a hybrid 

feature selection and neural network, the study achieved 

an accuracy of 97.5% [20]. 

Recently, a group of researchers used the ReliefF- SVM-

based approach for early breast carcinoma diagnosis. A 

90% accuracy rate was attained by the diagnostic system. 

The system's sensitivity and specificity results were both 

98.7%. The study's findings indicated that performance 

would improve with less dimensionality. Another group 

of researchers suggested a hybrid model called PCA-

KNN that uses PCA and the K-Nearest Neighbor 

classifier [21]. The prediction algorithm created in this 

study had an astounding 88.3% accuracy in identifying 

liver disorders. To find the best potential subsets, F-score 

feature selection, and the Sequential Forward Search 

approach were used. Grid search was used to find the 

kernel's optimal hyperparameters in order to enhance the 

SVM classifier's performance [22]. A group's study 

suggested using PCA and SVM classifiers to 

differentiate between CAD and normal circumstances. 

Many researchers have proposed a brand-new method for 

diagnosing breast cancer. The authors proposed a method 

known as "RS SVM," or Rough Set Feature Selection 

and Support Vector Machine. The research has a 93% 

categorization accuracy rate [23]. 

Researchers have conducted a variety of studies to create 

machine learning-based prediction systems for cardiac 

disorders. The prediction algorithm created for this study 

revealed information that was concealed in the cardiac 

dataset. The method could be used to diagnose heart 

ailments early on. With a performance of 79.3%, Naive 

Bayes was shown to perform the best [24]. In a study 

conducted by a different team, a CVD prediction model 

was created utilizing a fuzzy strategy based on 

membership function. The accuracy, precision, and recall 

of the performance were assessed. The outcomes of the 

experiment demonstrated that the fuzzy k-NN classifier 

performed better than k-NN. A heart disease prediction 

system was built by a few more researchers employing 

13 important criteria. The ANN method was employed to 

forecast CVDs. The accuracy of the suggested study was 

80%. In their study, several researchers suggested an 

automated method for resolving challenging issues 

related to the diagnosis of heart disease. 80.6% accuracy 

was reached [25]. 

3. Purpose of the work 

1) Examining how feature selection and ensembling 

methods can be used to improve the effectiveness of 

chronic disease prediction systems. 

 

4. The Projected Work: 

In order to improve the accuracy of prediction algorithms 

used in the early detection of chronic diseases like 

cardiovascular disease, diabetes, and chronic kidney 

disease, a new ensembling approach has been developed 

in this study. Logistic regression, naive Bayes, support 

vector machine, and decision tree are the foundational 

machine learning classifiers utilised here. All models 

have been assessed for their accuracy, sensitivity, 

specificity, positive predictive value, and negative 

predictive value. Prediction model performance was 

shown to be vastly enhanced by employing unique 

ensembling techniques and layered generalisation. 

Millions of lives could be saved with the help of these 

high-performance ensemble-based machine learning 

models if they were implemented in primary healthcare 

centres. 

Here is a detailed explanation of these data sets: 

1. The Cleveland heart disease dataset was used to 

investigate cardiovascular diseases. The purpose of the 

test is to identify cardiac conditions in patients. 

Predicting the occurrence of heart disease in this dataset 

requires input from 13 different variables. There are 303 

records in the collection. 

2. This work contributes to the UCI Pima Diabetes 

Dataset Repository. The presence or absence of diabetes 

in a given patient can be predicted using this dataset's 8 

input independent medical variables. This dataset has 

768 records. 

3. Studies on the UCI chronic renal disease dataset have 

been conducted. There are 400 entries in this data set. In 

order to determine whether or not a patient is infected, 

we use 24 input attributes. 

Let the dataset be signified as 

D={Aj+Bj, where, j=1,2,3….M}                                            

(1) 

Input characteristics. Depending on how you choose to 

express the independent variables, 

Aj={Aj1,Aj2,…..Ajp}            (2) 

The presence (1) or absence (0) of sickness is 

represented by the project's output attribute. It could also 

be spelled Bj. As a result, it appears that: 

Bj={0,1}                                                                        (3) 

Take into account a single distinguishing feature of 

multiple rows or records. 

Ai=A1……An                                                     (4) 

One such representation of the weighted mean is: 
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𝐴𝑡 =
1

𝑁
∑ 𝑤𝑘𝐴𝑘

𝑁
𝑘=1                                                (5) 

Where, 𝑤𝑘 ≥ 0 

∑ 𝑊𝑘 = 1𝑁
𝑘=1                                                    (6) 

A data factor with a higher weightage has a greater 

impact on the weighted mean than one with a lower 

weightage. We can only use weights with positive 

values. Weights cannot be negative, although some 

values may be zero, as seen in the preceding equation. 

Values are generated at random from the set [1, 2, 3,..., 

p] in the proposed process, ensuring randomness. There 

is less uncertainty and more precision when results are 

generated randomly. Using an average-based partitioning 

rule, the dataset DS is split in half. 

𝐷 = {
{𝐷11     𝑖𝑓 𝐴𝑘 < 𝐴𝑡

{𝐷12     𝑖𝑓 𝐴𝑘 ≥ 𝐴𝑡
                                     (7) 

Each child node must be treated separately. The nodes 

D11 and D12 are the primary ones. D11 gives rise to 

D21 and D22, while D12 gives rise to D23 and D24, as 

can be shown by applying the aforementioned 

partitioning method. 

It is possible to continue data partitioning forever until 

some stopping criterion is reached. The two cut-offs used 

in this strategy are as follows: 

1) Assume that Dmax is the greatest depth of the tree that 

can be used. When the depth of the tree reaches Dmax, 

like in the first halting criterion, further growth is halted. 

The root node has a depth of 0, D11 and D12 have a 

depth of 1, and so on. 

2) If there are fewer instances in a partition than a 

specified threshold, growth of the tree is halted. Take 

into account that Nmin is the cutoff for defining the 

smallest feasible data partition size. If the number of 

children of a node, Dmn, is fewer than Nmin, then the 

tree will cease expanding. Thus, the criteria for 

terminating can be summed up as 

D ≥  Dmax or N(Dmn <  Nmin)               (8) 

The Gini impurity index is found by plugging in the total 

number of classes, K, and the probability, p(m), of 

selecting a data item from class m. 

𝐺 = ∑ 𝑃(𝑚) ∗ (1 − 𝑃(𝑚))𝑘
𝑚                         (9) 

The Accuracy-Based Weighted Age-Classification 

Ensemble (AB-WAE) has been used to create a set of 

ensemble classifiers. 

𝑊 = {
𝑃𝑎      𝑖𝑓 𝑃𝑎 > 𝑃𝑎

𝜋

𝑃𝑎

𝐼
        𝑒𝑙𝑠𝑒𝑤ℎ𝑒𝑟𝑒

                             (10) 

The number I indicates how many times I was a part of 

the ensemble. Where Pa is the ensemble-wide median 

classification accuracy. 

This ensemble method gives each classifier a varying 

weight based on its performance and duration in the 

ensemble. If a classifier's weight w falls below a certain 

value, it is removed from the ensemble. Since accuracy is 

employed as the optimisation criterion, the ensemble is 

able to produce the best possible results. 

4. Result and Discussion: 

Validating the model's efficacy is essential. Here, we 

employed several indicators to verify the system's 

efficacy. 

5.1. Accuracy: 

It is a typical metric for classifying test results 

numerically. Increased precision indicates a more 

efficient system.  

Accuracy =
𝑇𝑁+𝑇𝑃

𝑇𝑜𝑡𝑎𝑙 𝑑𝑎𝑡𝑎 𝑆𝑎𝑚𝑝𝑙𝑒
 𝑋100           (11) 

5.2. Specificity: 

Specificity was defined as the absence of incorrect data 

classification. True Negative Rate is another name for it 

(TNR). Figure IV displays the recall of the current 

method in comparison to commonly utilized methods. 

Specificity =
𝑇𝑁

𝑇𝑁+𝐹𝑃
 𝑋100                                (12) 

5.3.  Sensitivity: 

The accuracy with which the model places the test data 

into one of its classes constitutes the present method's 

sensitivity. How many true positives were successfully 

detected was the question it addressed. True Positive 

Rate is another name for it.  

𝑆𝑒𝑛𝑠𝑡𝑖𝑣𝑖𝑡𝑦 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
 𝑋100                            (13) 

The cases labelled TP and TN were correctly predicted, 

while those labelled FN and FP were not. The table 

clearly shows that TP+FN equals the overall number of 

heart patients, whereas TP+FP stands for the expected 

number of people with heart disease. 
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Table 1: Accuracy Performance Comparison of Different classifiers with the projected method. 

Classifiers Accuracy (%) 

Cardiovascular diseases Diabetes UCI chronic disease 

Logistic Regression 79.2 89.6 82.4 

SVM 85.6 78.9 80.7 

Naïve Bayes 81.4 85.3 82.7 

Decision Tree 81.8 84.6 82.1 

Proposed Method 87.8 92.4 86.4 

 

 

Fig 1: Accuracy Performance Comparison of Different classifiers with the projected method. 

 

Table2: Sensitivity Performance Comparison of Different classifiers with the projected method. 

Classifiers Sensitivity (%) 

Cardiovascular diseases Diabetes UCI chronic disease 

Logistic Regression 78.2 83.4 81.6 

SVM 87.5 78.6 81.6 

Naïve Bayes 89.3 86.7 81.2 

Decision Tree 82.7 85.3 80.9 

Proposed Method 88.5 90.7 89.4 
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Fig 2: Sensitivity Performance Comparison of Different classifiers with the projected method. 

 

Table 3: Specificity Performance Comparison of Different classifiers with the projected method. 

Classifiers Specificity (%) 

Cardiovascular diseases Diabetes UCI chronic disease 

Logistic Regression 85.4 88.3 80.7 

SVM 89.2 80.6 80.7 

Naïve Bayes 81.5 82.7 89.4 

Decision Tree 81.4 80.6 89.8 

Proposed Method 89.3 85.7 90.4 

 

Fig 3: Specificity Performance Comparison of Different classifiers with the projected method. 

Figure 1, 2 and 3 are a graphical representations of the 

experiment's results. The unique ensembling technique 

clearly improved the prediction systems' performance. 

The heart disease prediction method was found to have 
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an accuracy, sensitivity, and specificity of 87.8%, 88.5%, 

and 89.3%, respectively.  

It was also shown that diabetes prediction systems 

performed exceptionally well. The results showed a 

sensitivity of 90.7%, specificity of 85.7%, and accuracy 

of 92.4%.  Prediction systems for chronic renal disease 

were shown to have an accuracy of 86.4% and a 

sensitivity of 89.4%. It's clear from these findings that 

the proposed methodology can be used to create reliable 

prediction systems for long-term conditions. 

5. Conclusion:  

Affordable, readily available, and high-quality medical 

care is still out of reach for the vast majority of Indians. 

When medical diagnostic and therapeutic aid is delayed 

in the early stage of disease, morbidity and mortality rise 

because the disease has progressed further. Over the past 

two decades, India has seen a startling rise in the death 

rate from non-communicable diseases. Prediction 

algorithms for chronic diseases based on machine 

learning were created in this study. The authors 

developed an innovative ensembling method. The 

experimental findings show that the proposed method 

successfully improves the classifiers' overall efficiency. 

This study's disease prediction system demonstrated 

impressive performance and can be effectively used for 

early diagnosis of chronic diseases. These prototypes 

will be a technical boon in the fight against the rising 

death toll from chronic illness. A significant step towards 

better healthcare would be the implementation of these 

chronic disease prediction systems in primary care 

settings. This research will be expanded to include the 

development of prediction models for additional 

diseases. 
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