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Abstract: The phenomenon of customer churn, which occurs when a customer leaves a service provider for another, is a major 

challenge for businesses in the telecommunications industry. Accurate predictions of this issue can help them improve their 

profitability and reduce their customer attrition. This study aims to use the data collected by Orange to improve the prediction 

accuracy of this issue. The study begins by reviewing the Telecom Churn dataset, which contains details about the customers 

such as their demographics and usage patterns. It also has a label that indicates whether or not the customer has churned. 

Through exploratory data gathering, we can identify correlations, patterns, and possible predictive elements that can be utilized 

in the prediction of churn. The goal of this study is to develop an ensemble learning framework that combines multiple 

classifiers. The framework is composed of various classification algorithms- Stochastic Gradient Boost(SGD), Random 

Forests (RF), Gradient Boosting (GB) and AdaBoost. We also test the performance of these through cross-validation 

techniques. The goal of this research is to improve the accuracy of its predictions by capturing more accurate information 

about the behavior of customers. The evaluation of the ensembles involves using different performance metrics, such as 

accuracy, recall, and F1 score. According to our experiments, the ensemble learning GB outperforms the other classifiers when 

it comes to predicting the likelihood of a customer leaving a service provider. By incorporating the base classifiers' predictions, 

the ensembles were able to achieve a robust and accurate prediction. This method can help businesses identify potential 

churners and implement effective retention strategies. The findings of this study demonstrate the utility of ensembles in 

improving the accuracy of churn prediction models for telecommunications companies. These findings can be utilized to 

develop more reliable and accurate churn prediction models, which can help improve the customer retention rate and enhance 

the business performance of service providers. 

Keywords: Ensemble learning, customer churn prediction, telecom industry, classification algorithms, feature engineering, 

performance evaluation. 

Introduction 

Addressing the issue of customer churn is a major 

challenge faced by the telecommunications sector. 

This phenomenon refers to the switch in customers 

between services. By accurately predicting the churn 

rate, businesses can improve their profitability and 

reduce their customer attrition[1], [2]. The study 

analyzed the customer churn data collected by 

Orange to improve its prediction. The collected 

information included details about the customers' 

usage patterns and demographics. The collected data 

also included a label that indicated whether the 

customer has already churned or not. Through an 

exploratory analysis, the researchers were able to 

identify various patterns and correlations that could 

be utilized to improve the prediction of churn[3]. 

The paper focused on developing an ensemble 

hybrid stacking framework that can combine 

multiple classification methods to predict the 

likelihood of a customer's churn. The system is 

composed of various algorithms such as the Random 

Forests, Gradient Boost and AdaBoost. The paper 

evaluated the performance of the classifiers through 

cross-validation methods. By incorporating the base 

classifiers' predictions, the framework can improve 

its accuracy in predicting customer churn. 

The paper evaluated the effectiveness of the 

ensemble learning framework by implementing 

various performance metrics, such as recall, 

accuracy, and F1 scores. They discovered that the 

ensemble hybrid stacking algorithm performed 

better than the other classifiers when it came to 

predicting customer churn. The researchers were 

able to implement the base classifiers in the 

framework to improve its accuracy in forecasting 
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customer churn. This method can help businesses 

identify potential customers and implement 

effective strategies to reduce their churn rates[3]. 

The study demonstrates the utility of learning 

techniques through ensemble models when it comes 

to improving the accuracy of customer churn 

prediction models used by telecommunications 

firms. By developing effective forecasting models, 

companies can boost their customer retention and 

improve their performance. These findings can also 

be utilized to develop more efficient frameworks for 

the sector, which would greatly benefit service 

providers. Due to the rapid growth of the 

telecommunications industry, fierce competition has 

resulted in service providers having to offer more 

competitive rates and services. One of the most 

challenging factors that service providers have to 

consider is the retention of their customers. 

Apart from affecting their revenue, losing customers 

to rivals can also result in additional expenses for the 

acquisition of new customers[4], [5]. To effectively 

address this issue, service providers have to identify 

the high-risk customers who are most likely to 

churn. Having the accurate prediction of this 

behavior can help them implement effective 

strategies to retain their customers. Aside from 

improving their customer retention, a 

telecommunications firm can also gain valuable 

insight into their usage patterns. Having the right 

information can help prevent churn and inform early 

intervention to stop it from happening. 

Orange's Telecom Churn dataset provides insight 

into the details of customers' usage patterns and 

demographics. This information can be utilized to 

develop effective forecasting models and improve 

the accuracy of churn prediction. Through the use of 

machine learning techniques, researchers were able 

to identify correlations and patterns in the data. 

Literature Review 

The phenomenon known as customer churn, which 

occurs when individuals switch service providers, is 

a major challenge faced by businesses within the 

telecommunications sector. It can lead to a decline 

in revenue, as well as a reduction in the 

sustainability of the companies operating. Due to the 

negative effects of churn, it has become more 

important for telecommunications companies to 

accurately predict the likelihood of their customers 

leaving their service. This can help them improve 

their customer retention and reduce their churn rates. 

Over the past few years, the field of 

telecommunications has been heavily occupied by 

practitioners and researchers who are focused on 

developing effective prediction methods for the 

phenomenon known as customer churn. Through 

studies, they have been able to gain deeper 

understanding of the factors that contribute to the 

increasing number of customers leaving a 

telecommunications company. These studies can 

then help the companies implement effective 

strategies to prevent this issue. The goal of the 

literature review is to provide an in-depth analysis 

of the various techniques and approaches used in the 

prediction of churn in the telecommunications 

industry. It also highlights the significant changes 

that have occurred in the field of this phenomenon. 

Through the study, we can gain a deeper 

understanding of the multiple strategies that are 

being used to improve the accuracy of predictions. 

Idris et al.[6] proposed a method that uses data 

balancing and random forest techniques to predict 

churn in telecommunications industry. They then 

explored various features to improve the accuracy of 

their predictions. The study highlighted the 

importance of using data balancing techniques to 

handle imbalanced datasets. 

Zhao et al.[7] developed a K-local maximum margin 

feature extraction algorithm to improve the accuracy 

of churn prediction models in the 

telecommunications industry. They used this 

algorithm to select informative features and improve 

the performance of the models. 

García et al.[8] analyze the various techniques and 

methods used in forecasting customer churn. It 

provided a comprehensive overview of the different 

aspects of this process and its importance in the 

design of effective prediction models. 

Idris et al.[9] developed a predictive model for the 

telecommunications industry that combines the 

capabilities of two different techniques: GP-

AdaBoost learning and particle swarm optimization. 

They were able to improve the accuracy of their 

prediction by combining these two techniques. 

The study conducted by  Lu et al.[10] analyzed the 

impact of soft label proportions on mobile customer 

churn. They proposed a method that aims to address 

the imbalanced nature of prediction churn within the 

telecommunications industry. The approach utilized 

unlabeled data to improve the prediction 

performance. The research showed that this method 
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can help improve the accuracy and class balance of 

predictions. 

Wassouf et al.[11] presented a case study about 

predictive analytics in the form of a loyalty program 

for Syriatel Telecom. The study discussed how big 

data analytics could be utilized to identify factors 

influencing customer loyalty, develop effective 

prediction models, and create efficient loyalty 

programs for the telecommunications sector. The 

case study proved the utility of such technology in 

the field. 

The study, which was conducted by Sulikowski et 

al.[12] analyzed the factors that contribute to the 

increasing number of customers leaving a 

telecommunications company. It identified key 

indicators of churn and provided valuable insight 

into the underlying causes. 

Cenggoro et al.[13] presented a deep learning-based 

prediction model that can be used to analyze and 

predict the likelihood of a customer leaving a 

telecommunications company. They utilized the 

techniques of deep learning to model complex 

relationships and patterns in the data collected by the 

company. The study revealed that the proposed 

model was able to accurately predict the number of 

customers who would leave a telecommunications 

company. 

The study Liu et al.[14] explored the use of 

ensemble learning methods to improve the accuracy 

of churn prediction in the telecommunications 

industry. The researchers noted that this method can 

help improve the prediction performance by 

combining the strengths of different classifiers. 

Quasim et al.[15] explored the use of blockchain 

tech in the prediction-based systems used by 

telecommunication companies. The study revealed 

how this technology can help improve the security, 

transparency, and privacy of the systems. 

Shrestha et al.[16] who conducted the study, utilized 

the XGBoost gradient boosting algorithm to develop 

a prediction model for the telecommunications 

industry in Nepal. The findings of the study revealed 

that the XGBoost algorithm was more accurate than 

other methods when it came to predicting churn. 

Amin et al.[17] proposed an adaptive learning 

method that aims to improve the accuracy of the 

prediction process by compensating for the class 

overlap and imbalanced datasets. The suggested 

method exhibited a significant improvement in its 

performance when it came to accurately predicting 

churn. 

The literature review highlights the increasing 

interest in the prediction of churn within the 

telecommunications industry. It provides an 

overview of different techniques and approaches 

that can help improve the accuracy of predictions. 

The studies also highlight the importance of data 

preprocessing, model development, and feature 

selection when it comes to developing effective 

models. The scope of the studies also highlighted the 

various technological advancements that have 

occurred in the field of predictive analytics in the 

past few years. These include the emergence of 

blockchain tech and deep learning. The findings of 

these studies have provided valuable insight into 

how to improve the accuracy and efficiency of the 

prediction process. 

Methodology 

i. Dataset 

One of the most challenging factors that Orange 

Telecom has to face is the issue of customer churn, 

which is when people switch service providers[18] 

as shown in figure-1. This phenomenon can affect 

the company's profitability and customer loyalty. By 

preventing and predicting this issue, Orange 

Telecom can improve its customer retention and 

improve its performance. To prevent customer 

defection and encourage retention, Orange Telecom 

has to implement various initiatives and strategies. 

These include identifying potential defectors and 

engaging with them to address their concerns and 

offer customized retention offers. These can be 

carried out through various methods, such as 

analyzing customer behavior and identifying churn 

indicators. 
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Fig 1 Sample dataset 

ii. Data Pre-processing 

A crucial step in a methodology is data 

preprocessing, which ensures the consistency and 

quality of a given dataset before it is analyzed and 

modeled. The following are some of the techniques 

that are used. 

a. Handling Missing Values: When it comes to 

handling missing values, there are various strategies 

that can be used. These strategies can help minimize 

the impact of the missing data. One of the most 

common strategies that can be used is to remove the 

missing rows from a given dataset. This can be done 

by limiting the number of instances that the missing 

data can be accessed. 

b. Imputation:  

Replacing missing values with a suitable estimate 

can be done through the use of various methods. 

Some of these include mean imputation, which takes 

into account the missing value with the mean, or 

median imputation, which takes into account the 

missing value with the median. 

c. Outlier Detection and Treatment:  

Outliers can affect the modeling and analysis 

process by causing deviations from the normal 

range. Usually, methods such as box plots, 

scatterplots, and statistical techniques are used to 

identify these outliers. They can then be treated by 

removing them or changing their values using 

mathematical functions. 

 

iii. Exploratory Data Analysis (EDA) 

An exploratory data analysis is a process that 

involves identifying the patterns and characteristics 

of a given dataset. This step helps in the selection of 

features and the creation of models. Descriptive 

statistics set provides a summary of the data's central 

tendency, distribution, and range. On the other hand, 

frequency counts are used to study the distribution 

of certain categories in a categorical feature. A 

visual analysis is a powerful tool that can help 

visualize the various elements of a given dataset. It 

can be used to analyze the relationships among the 

data's distributions and patterns. 

a. Histograms: Histograms are used to show the 

distribution of numerical variables. They can also 

help identify outliers, distortions, and general 

patterns in the data as shown in figure-2. 

 

Fig. 2 Churn vs customer service 

b. Box Plots: A box plot is a type of visual 

representation of a numerical variable's distribution, 

which shows the median, potential outliers, and 

quartiles. It can also provide insight into its 

skewness and spread as shown in figure-3. 
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Fig 3 Box plot - Churn vs plan 

c. Scatter Plots: A scatter plot is a type of visual 

representation of the link between two or more 

numerical variables. It can help identify patterns, 

correlations, or outliers as shown in figure-4. 

 

 

Fig 4 scatter plot - churn vs Not churn 

 

iv. Feature Engineering : A feature 

engineering process involves transforming an 

existing dataset into a set of useful and meaningful 

features. This process involves extracting and 

creating new insights from the data. One of the most 

important factors that a feature engineer considers is 

the predictive capabilities of its data. 

 

v. Ensemble Learning Framework : The 

goal of an ensemble learning framework is to 

improve the accuracy of a churn prediction by 

combining the predictions made by various base 

classifiers. This framework is composed of various 

algorithms such as the Gradient Boosting algorithm, 

the Random Forests algorithm, and the SDG. 

 

a. Stochastic Gradient Descent: The SGD algorithm 

combines several weak decision trees to form a 

powerful learner. It iteratively constructs new 

models that are focused on areas where previous 

models failed. 

 

b. Random Forest : The Random Forests framework 

is a learning method that combines several decision 

trees. It trains each tree on a randomly-selected 

subset of the training data and then compiles its 

predictions into a final prediction. 

c. Gradient Boosting: The GB algorithm is another 

learning method that iteratively constructs new 

models. It starts with a basic model and adds new 

ones as it learns more from the previous ones. The 

final prediction is then summed up by the various 

models' predictions. 

d. AdaBoost: The AdaBoost algorithm assigns 

weights to training sets according to their 

classification difficulties. It trains weak classifiers 

iteratively and focuses more on those that were 

previously misclassified. 

 

e. Stacking Ensemble Learning Framework: The 

three learning methods used in the stack learning 

framework, namely the Random Forest, Gradient 

Boosting, and AdaBoost, are combined to produce a 

final prediction. 

 

a. Base classifier: The Random Forest, Gradient 

Boosting, and AdaBoost classifiers learning 

methods are then trained on a pre-processed set of 

data. Each of them produces its own predictions and 

serves as an input feature for the next level.  
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b. Meta classifier: A meta classifier is a type of 

learning method that takes the base predictions of 

the previous models and trains them to produce a 

final classification. It can be used for various 

classification applications, such as logistic and 

neural networks. The goal of the stacking 

framework is to provide a more accurate and 

comprehensive classification prediction by 

combining the strengths of the base models. 

 

Results and Outputs 

i. Evaluation parameters 

Table 1 Evaluation parameters 

Model AUC Accuracy F1- Score Precision Recall 

SGD 59.37 85.56 83.08 82.54 85.56 

Random Forest 89.82 93.17 92.52 93.08 93.17 

Gradient Boosting 91.71 95.35 95.16 95.23 95.35 

AdaBoost 84.24 91.52 91.63 91.76 91.52 

Stack 92.45 97.65 96.98 97.80 97.80 

 

 

Fig 5 Comparison of various techniques 

 

Fig 6 AUC of various techniques 
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ii. Confusion matrix 

 

Fig 7 Confusion Matrix 

iii. ROC curve 

 

Fig 8 ROC Curve 

The results shown in table-1 and figure-5,6,7,8 

including ROC, confusion matrix the performance 

of each classification model in terms of various 

evaluation metrics. One of these is the Area Under 

the Curve, which is used to measure the model's 

ability to distinguish between negative and positive 

instances. The Stack ensemble model had the 

highest AUC score, which indicates that it has a 

superior predictive capacity when it comes to 

distinguishing between non-churn and churn 

customers. The accuracy of a classification model is 

determined by the proportion of instances that it 

correctly classified. The Stack model, on the other 

hand, had the highest accuracy score of 97.65%. 

This model is known to accurately predict the churn 

rate of customers in the telecommunications 

industry. The F1 Score is a measure of a model's 

accuracy, both in terms of recall and precision. The 

96.98% score achieved by the Stack model shows 

that there is a good balance between these two 

factors. The precision of a classification model when 

it comes to identifying churn customers is 

determined by the proportion of accurate predictions 

made out of all the predictions. The Stack model has 
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the highest accuracy rate at 97.80%. The recall, on 

the other hand, refers to the actual number of 

customers that the model correctly identified.  

The Stack model was able to achieve a recall rate of 

97.80%, which shows its ability to identify a high 

percentage of churners. It has been shown that the 

Stack model performs better than the other models 

in terms of various performance metrics. In addition 

to having the highest accuracy rate, it also had the 

highest AUC score, F1-Score, recall, and precision. 

This shows that the Stack model can effectively 

combine multiple classifiers to improve its 

predictive power. The results of the study revealed 

that the Stack model is the most accurate and robust 

predictor of the churn rate among the different 

models in the industry. It was also able to achieve 

high recall, F1-score, and accuracy rates. These 

findings support an approach known as ensemble 

learning, which helps improve the robustness and 

accuracy of churn prediction models. 

Conclusion and Future Scope 

The goal of this study was to analyze the 

performance of various classification algorithms in 

improving the prediction of customer churn in the 

telecommunications industry. The evaluation of 

these algorithms was performed on a variety of 

metrics, including AUC, precision, recall, and F1-

score. The results of the study revealed that the 

stacked model performed better than the individual 

classifiers when it came to various performance 

metrics. It exhibited the highest accuracy, recall, and 

AUC, and it was able to identify more accurately the 

churn customers. This demonstrates how the use of 

multiple classifiers can improve the accuracy and 

reliability of prediction models in the Telecom 

industry. The results of this study have important 

implications on the operations of 

telecommunications companies. It shows that 

predicting a customer's churn can help them improve 

their customer retention and reduce their attrition. 

The study also demonstrates that using an ensemble 

learning approach can improve the accuracy of their 

prediction models. The research on the development 

and application of new models for the prediction of 

consumer churn within the telecommunications 

industry will focus on the use of advanced ensemble 

techniques and data sources. In addition, 

incorporating industry specific factors can help 

improve the accuracy of the models. 
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