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Abstract: Most public areas have parking areas to make it easier for customers to park their cars. With advances and developments in 

technology, parking lots can smartly solve the problem of finding a parking space that is still empty or cannot be filled. To find out which 

parking lots are empty or already filled, an algorithm or method is needed and with the help of Computer Vision techniques. In this study, 

some data were collected and used several types of trained models to find the most accurate results. The results of the research are in two 

scenarios, namely the parking lots are still empty and those have been filled them. During with empty and filled scenarios where the parking 

space is empty or has been filled with cars conditions. Based on experiments using the Convolutional neural network (CNN) model, an 

average percentage of accuracy, precision, recall, and F1 Score are above 90%. Meanwhile, there are several pre-training models in 

occupied parking lot scenarios such as VGG19, Densenet121, Resnet V2 50 and EfficientNetB7 which can be used for development 

purposes due to their excellent accuracy. The research results contribute to a better understanding of selecting accurate pre-trained model 

results for use in development and turnkey applications. 
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1. Introduction 

Parking is a traffic management problem that is still being solved. 

Parking itself means the vehicle stops / or in the sense that the 

vehicle is not moving stop for a while. Parking is becoming a major 

problem due to increasing traffic and volume vehicles resulting in 

increased demand for parking space demand for the area certain 

areas, such as business areas / or areas that have activities. So 

parking becomes a big problem for DKI Jakarta which until now 

has not been resolved [1].  Nowadays, the parking problem has 

become one of the major issues in urban cities since there are 

limited parking spots [8]. Since the rapidly increasing number of 

cars, finding empty spots makes it more of a significant issue [17].  

 

Most of the public spaces in this world as well as in Indonesia have 

parking spaces for their customers to park their motorcycle or car. 

Parking spaces have different layouts. There are small and large 

parking spaces as can be seen in Figure 1. Small parking spaces are 

often found at pharmacies or minimarkets. While large parking 

spaces can be found at shopping malls or vacation spots. In a small 

parking space, it is easy for customers to know whether there are 

available parking spots or not. On the contrary, it is hard for 

customers to know whether there are available parking spots or not 

in a large parking space [9]. Other than that, bad management of 

parking space can be seen from the unused parking spots. This 

absolutely causes an ineffectiveness of the parking area [20]. This 

problem needs to be solved because it has led to substantial traffic 

causing air pollution, time and energy waste, and even the fuel 

itself. Therefore, innovative solutions and smart parking systems 

should be implemented for more sustainable future cities [10]. In 

addition, the advancement of technology provides opportunities in 

making parking systems intelligent with computers and sensors 

[18]. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 1. Drone’s view of a large parking space courtesy of PKLot 

Dataset [2] 

 

We proposed a solution for detecting available parking spaces by 

using Computer Vision technique which is in the field of Artificial 

Intelligence with Computer Vision, data can be collected from the 

environment and complete specified tasks [16]. The data itself will 

be granted when a car enters a parking space. It will recognize 

vehicle number, which track the car is parked in, and update 

parking space information [19]. We decided to use a TensorFlow 

to detect cars from a top-down view at a parking space since 

TensorFlow provides us the utilities to build our own model. With 

this model, we can conclude how many empty and occupied 

parking spots and where those empty parking spots are using 

additional resources if needed. 

 

TensorFlow is a product of the Google Brain team under Google. 

It is an open-source software library to create machine learning 

models for desktop, mobile, web, and cloud. Such a model is 

created by performing data training and inference of deep neural 

networks. Some examples of applications which use the 

TensorFlow model are face recognition, object recognition, optical 
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character recognition (OCR), and many others [2]. 

The objectives of the research are: 

A. To create and develop a reliable model for doing car parking 

space classification, occupied or empty. 

B. To determine which pre-trained model is best to use for car 

parking space classification on a training dataset. 

This research is focused on detecting a car in a parking spot 

inside a parking space. It is done by creating a TensorFlow model 

that is able to classify an image of a parking spot. Such a model can 

then be used in a parking space application to provide information if 

a parking spot is occupied or empty. 

The output of this research are: 

A. To carry out a model that can be implemented to an external 

application, such as a car parking space application. 

B. To help customers cars on large parking spaces to easily and 

quickly find available parking spots. 

 

2. Literature Review 

Along with the increasing difficulty of finding a parking 

space, more and more smart parking system developments 

are being carried out to find efficient solutions [6]. There are 

various solutions that can be done, such as there is a study 

to provide an empty parking slot via SMS notifications. This 

research uses the Internet of Things to implement a parking 

management system, it uses sensors like IR sensors to 

collect data which will later be analyzed and processed to 

produce output that can minimize fuel use when looking for 

a parking space [3]. Other studies also use the Internet of 

Things method using sensors to track available parking 

space and show it on an Android application, both of the 

studies use sensors to collect data wirelessly [4]. It shows 

that in order to detect or track an empty parking slot there 

are needed something to detect it like a sensor. But IoT also 

has a drawback such as it’s costly to install sensors in each 

parking slot [7]. In other studies, the input from sensors is 

replaced by computer vision or machine vision. Computer 

vision uses machine learning algorithms to detect empty 

parking spaces from aerial images or videos of parking lots. 

The system reports each parking slot, whether it’s occupied 

or not. We read studies that review other computer vision 

for smart parking systems [7]. One of them is using 

Convolutional Neural Networks. These experimental results 

based on the training set show how robust the system can be 

when the prediction has to take place in a different [5]. 

Computer vision can be connected with IoT systems, for 

example using Haar cascade algorithm to detect vehicles 

with a Raspberry Pi camera. Then the system sends the data 

through a Wi-Fi module to a Firebase cloud platform. [7, 

11]  

3. Materials and Methods 

To achieve the purpose of this research, we used Google 

Colab development environment with GPU runtime, and to 

decide using the Python 3.8.16 as the base programming 

language with several libraries, such as TensorFlow 2.9.2, 

Keras 2.9.0, scikit-learn 1.0.2, and a couple more utility 

libraries. 

 

Based on a similar previous work [12], our research is 

divided into 5 main steps for the result of performing 

parking spot classification, which are: 

● Dataset collection and image selection. 

● Preprocessing input images. 

● Creating and training the model. 

● Comparison of pre-trained models. 

● Classification of images. 

 

For better visualization, all of the steps for image 

classification and choosing the best pre-trained model can 

be seen in Figure 2. 

 

 
 

Fig 2. The stages of car parking space image classification 

 

3.1. Dataset Collection and Image Selection 

For our first step, we performed a dataset collection. In this 

research, we used the already available PKLot dataset. 

While it provides both the full image of parking spaces and 

each individual parking spot, we decided to only use the 

images for each individual parking spot (it is named 

PKLotSegmented). The dataset we used provides 81.406 

training images and 42.384 testing images of parking spots. 

Training images are collected from the UFPR04 and 

UFPR05 dataset from 3 weather conditions, sunny, rainy, 

and cloudy. Testing images are collected from the PUC 

dataset from 3 weather conditions as well, sunny, rainy, and 

cloudy. This way of data collection is done to prevent the 

model from using the same image for testing and training 

which may alter the testing results.  

 

In Figure 3 illustrated in creating the CNN model which 

decided to use 5500 images, 5000 training images and 500 

testing images from the dataset for saving time and 

resources. All of the collected images have a file extension 

of *.jpg with varying resolutions. Occupied parking space 

sample images can be seen in Figure 4. On the other hand, 

empty parking space sample images can be seen in Figure 

5. The training and testing images have been classified 

beforehand into 2 different classes, occupied and empty. 
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Fig 3. Dataset collection and image selection 

 

 
Fig 4. Occupied parking spaces 

 

 
Fig 5. Empty parking spaces 

 

3.2. Preprocessing Input Images 

 

Every image from the dataset is resized into the 

resolution of width 37 pixels and height 49 pixels.  All of 

the training images are then rotated with a range of 90 

degrees, horizontally flipped, vertically flipped, and apply 

the preprocessing function from TensorFlow ResNet 50 

(preprocess input) [13]. This is done to provide various 

orientation of the parking spot in the image and prevent 

skewing interference. All of the pixels in the testing images 

are converted from the range of [0, 255] to [0, 1]. This is 

done for normalization. In general, the preprocessing 

images can be seen in figure 6. 

 
Fig 6. Preprocessing the training and testing images 

 

In figure 6.0 explains the initial process starting from 

equalizing the size of each image (resize) including making 

labels on 5000 images as training images and 500 images as 

test images. In general, all images experience a rotational 

change of 90 degrees both horizontally and vertically. 
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3.3. Creating and Training the Model 

 

 
Fig 7. Training stages in parking space recognition 

 

Figure 7 is the stages of creating the model. We initially 

used several pre-trained models. To get the optimal 

accuracy this study used 4 different pre-trained models, 

ResNetV2 50, VGG19, DenseNet201, and EfficientNetB7. 

Those models are then locked to prevent the layers from 

getting trained and altered by our dataset. On top of the pre-

trained model, we also added several layers. First, we flatten 

the layers to reduce dimensionality. Then, we created a 

dense Rectified Linear Unit, ReLU (function can be seen in 

Figure 8) activation layer with 256 neurons. On top of that, 

we used a dropout layer with 50% activation to reduce 

model overfitting. Finally, we ended with another dense 

sigmoid (function can be seen in Figure 9) activation layer 

with 1 neuron for the final output of the model. Easier 

visualization of the model layers can be seen in Figure 10. 

This TensorFlow model training starts with compiling the 

model with SGD optimizer that uses a learning rate of 

0.00001 and momentum of 0.9. It also uses the binary 

accuracy metric to measure its accuracy with the training 

set. We only used 10 epochs for model training to save time 

and prevent overfitting. 

 

 
Fig 8. Rectified Linear Unit (ReLU) function graph 

 

 
Fig 9. Sigmoid function graph 

 

 
Fig 10. Layer Arrangement in Model 

 

3.4. Comparison of Pre-trained Models 

 

For each created model, we used several metrics to 

determine which model is best. The most deciding factor 

which we used is accuracy using the built-in argument from 

TensorFlow. Additionally, we also used metrics such as, 

precision [14][15], recall [14][15], and F1-score [15] with 

Eq. (1), Eq. (2), and Eq. (3) respectively. They are calculated 

by using the classification_report function provided by the 

scikit-learn library. More information on the comparisons 

can be found in the chapter, Result and Discussion. 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒
 (1) 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒
 (2) 

 

𝐹1 = 2 ×
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
  (3) 

Where: 
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• True Positive = total of positive samples that the model 

correctly classified 

• False Positive = total of negative samples that 

the model mistakenly classified as positive samples 

• False Negative = total of positive samples that 

the model could not classified 

 

3.5. Classification of Images 

 

 
 

Fig 11. Testing stages for the 500 testing images 
 

Figure 11 is the testing stages for the 500 testing images 

created earlier from the PKLot Segmented dataset. Every 

testing image is shuffled and preprocessed by the 

preprocessing input function from TensorFlow. Later in the 

result chapter of this research, we also used our own testing 

images outside of the PKLotSegmented dataset. There are 9 

testing images as can be seen in Figure 12. 

 

 
Fig 12 As many testing images outside of PKLotSegmented 

dataset 

 

In Figure 12 inform after creating and compiling the model, 

it is then used to make predictions on some test images. It is 

then used to classify test images into 2 classes, occupied and 

empty. If the model’s prediction value is larger than 98% or 

0.98 then the image is classified as occupied. Otherwise, the 

image is classified as empty. The input test images were 

divided into 2 folders, occupied and empty to classify their 

correct classes. The model then predicts all of the test 

images from the 2 folders and classifies them according to 

the prediction values. 

 

Table I and Table II provides a classification example of the 

500 testing images. The filename has a pattern of /<correct-

class>/<file-name>.jpg. Each file is then run through the 

model which provides a class prediction with their 

respective prediction value. 

TABLE I. CLASSIFICATION EXAMPLE WITH DENSENET201 

Data 

No. 

Filename 

(correct class) 

Class 

(predicted) 

Predictions 

(decimals) 

1 /Occupied/*.jpg Occupied 0.99746156 

2 /Empty/*.jpg Empty 0.06568048 

3 /Occupied/*.jpg Empty 0.9066474 

4 /Occupied/*.jpg Empty 0.5285996 

5 /Occupied/*.jpg Empty 0.90957785 

… … … … 

495 /Empty/*.jpg Empty 0.5098256 

496 /Occupied/*.jpg Empty 0.9551314 

497 /Empty/*.jpg Empty 0.037587404 

498 /Empty/*.jpg Empty 0.024425676 

499 /Empty/*.jpg Empty 0.63913816 

TABLE II. CLASSIFICATION EXAMPLE WITH VGG19 

Data 

No. 
Filename 

(correct class) 

Class 

(predicted) 

Predictions 

(decimals) 

1 /Empty/*.jpg Empty 0.051002555 

2 /Empty/*.jpg Empty 3.8244867e-05 

3 /Occupied/*.jpg Occupied 0.9999976 

4 /Occupied/*.jpg Occupied 0.9999964 

5 /Occupied/*.jpg Occupied 1.0 

… … … … 

495 /Occupied/*.jpg Occupied 0.9999999 

496 /Empty/*.jpg Empty 1.108218e-06 

497 /Empty/*.jpg Empty 0.0011742158 

498 /Empty/*.jpg Empty 0.0010310786 

499 /Occupied/*.jpg Occupied 0.99999964 
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4. Result and Discussion 

We have tested several pre-training models to check which 

is the best pre-training model in terms of accuracy, recall, 

precision, and F1-score. 

 

4.1. Empty Scenario 

The condition of the parking lot is divided into two, namely 

occupied and empty. In the empty section the system has the 

highest percentage in the recall section where the results of 

the three pre-trained models are the same above 90%. 

 

 
Fig 8. Chart Pre-Trained Model - Empty 

 

4.2. Occupied Scenario 

In the occupied section the system has the highest 

percentage in the precision section where the results of the 

three pre-trained models are the same above 90% and some 

almost 100%. 

 

 
Fig 9. Chart Pre-Trained Model – Occupied 

 

 

A. ResNet50 Model 

 

 
Fig 10. ResNet50 pre-trained model results 

 

 

 
Fig 11. ResNet50 pre-trained model epoch results 

 

Figure 11 illustrates the results of the experiment using the 

ResNetV2 50 pre-training model. Based on this experiment, 

are illustrated that the results of starting from accuracy, 

Recall, Precision and F1 have an average accuracy above 

more than 90%, with a loss of less than 5%. So, it is 

illustrated by using the Resnet V2 50 model that has very 

good performance. In addition, for images with a plain 

background, which is a parking space, it is identified as an 

empty class. Conversely, images with a top view of the car 

are identified as class occupied in either full or semi-view. 

This model illustrates very good results for determining the 

condition of empty and occupied parking lots 

 

B. VGG19 

 

 
Fig 12. VGG19 pre-trained model results 
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Fig 13. VGG19 pre-trained model epoch results 

 

Figure 13 illustrates the results of the experiment using the 

VGG 19 pre-training model. Based on this experiment, are 

illustrated that the results of starting from accuracy, Recall, 

Precision and F1 have an average accuracy above more than 

92%, with a loss of  morethan 20%. So, it is illustrated by 

using the VGG 19 model has very good performance. In 

addition, for images with a plain background, which is a 

parking space, it is identified as an empty class. Conversely, 

images with a top view of the car are identified as class 

occupied in either full or semi-view. This model illustrates 

very good results for determining the condition of empty 

and occupied parking lots 

 

C. DenseNet201 

 

 
Fig 14. DenseNet201 pre-trained model results 

 
 

 
Fig 15. DenseNet201 pre-trained model epoch results 

 

Figure 14 illustrates the results of the experiment using the 

DenseNet201 pre-training model. Based on this experiment, 

are illustrated that the results of accuracy starting from 

accuracy, Recall, Precision and F1 have an average 

accuracy above more than 90%, with a loss of more than 

20%. So, it is illustrated by using the DenseNet201 model 

has good performance only. In addition, for images with a 

plain background, which is a parking space, it is identified 

as an empty class. Conversely, images with a top view of 

the car are identified as class occupied in either full or semi-

view. This model illustrates good results for determining the 

condition of empty and occupied parking lots 

 

D.  EfficientNetB7 

 
Fig 16. EfficientNetB7 pre-trained model results 

 

 

 
Fig 17. EfficientNetB7 pre-trained epoch model results 

 

Figure 17 illustrates the results of the experiment using the 

EfficientNetB7 pre-training model. Based on this 

experiment, are illustrated that the results of starting from 

accuracy, Recall, Precision and F1 Score have an average 

accuracy between 70% - 80%, with a loss of more  than 

55%. So, it is illustrated by using the EfficentNetB7 model 

has good enough performance only. In addition, for images 

with a plain background, which is a parking space, it is 

identified as an empty class. Conversely, images with a top 

view of the car are identified as class occupied in either full 

or semi-view. This model illustrates good enough results for 

determining the condition of empty and occupied parking 

lots 
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5. Conclusion 

➢ In order to identify empty or occupied parking spaces 

in large areas, we proposed a solution using Computer 

Vision and the help of TensorFlow to build our own 

model. For the research itself, we used Google Colab 

development environment with GPU runtime. Then, we 

used Python 3.8.16 as the base programming language 

with several libraries such as TensorFlow 2.9.2, Keras 

2.9.0, scikit-learn 1.0.2, and other utility libraries. 

 

➢ Our research is divided into 5 main steps for the result 

of performing parking spot classification from dataset 

collection and image selection, preprocessing input 

images, creating and training model, comparison of 

pre-trained models, until the last one is classification of 

images. In the last step, predictions are made on some 

test images to classify test images into 2 classes which 

are occupied and empty. If the model’s prediction value 

is larger than 98% or 0.98 then the image is classified 

as occupied. Otherwise, the image is classified as 

empty. 

 

➢ We have also tested several pre-training models to 

check which is the best pre-training model in terms of 

accuracy, recall, precision, and F1-score. With the 

empty scenario where the condition of the parking lot 

is empty, the system has the highest percentage in the 

recall section where the results of the three pre-trained 

models are the same above 90%. Meanwhile, with the 

occupied scenario, we conclude that ResNet50 and 

VGG19 can be used as an accurate model for 

application development or other purposes. It is 

because both of the pre-trained models can distinguish 

the empty and occupied scenario. 
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