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Abstract: Farmers try to follow their experience in farming. They will not be aware of the changes that happens in the environment that 

directly affect the profit as well as the outcome from the farm field. The adoption of smart technologies in farming helps the farmers to 

utilize resources efficiently. The important resource of farming is water. The consumption of water should be frugal enough to regulate 

the water supply. The incompetent way of irrigation results in water wastage. Therefore, implementing IoT-enabled WSN techniques 

allows to moderate the irrigation system known as smart farming or smart agriculture. The smart irrigation system helps to efficiently use 

the water resource in farming. Sensors are deployed to sense environmental conditions such as temperature, humidity and soil moisture 

content. The continuous sensed data will be processed and sent to farmers. Based on the data received, farmers decide the water supply to 

the farm field. Injecting false or incorrect data results in overwatering or under-watering that affects the yield of the farm field directly. 

Detection of such false data is accomplished using two phases of classification. The two phases of classifications implemented in the 

proposed scheme are machine learning techniques and fault detection algorithm (FDA). The data that are classified as non-anomalous 

from the first phase of classification are subjected to the second phase that is FDA. This two-phase of classification concludes that the 

data received are non-anomalous. This entire classification process is done at the base station (BS). The data that are detected as 

anomalous either at the first phase or at the second phase are dropped directly without considering for further process. The data that are 

processed completely at BS will be forwarded to the farmers of the particular farm field. 

Keywords: IoT, Machine Learning Techniques, Smart Irrigation, Smart Farming 

1. Introduction 

The foundation and important industry of Indian economy 

is agriculture. Automation of agriculture is the major 

concern and is one of the emerging concept in almost all 

the countries. The population in all the countries are 

increasing expeditiously, as there is a growth in the 

world’s population, there increases the demand for food. 

The demand for food as well as the customer’s demand 

have made famers not to allow that satisfy the requirement 

[1][2][3]. These requirements made difficult for the famers 

to improvise the traditional techniques and practices. 

Agriculture us one of the most important sector in present 

society. Hence it is essential to guarantee that enhancement 

are done in the agriculture sector to upgrade its production 

and the outcomes. It is difficult to balance the agricultural 

resources because almost all the courtiers depends majorly 

on agriculture sector [4]. Water is one of the major 

resource in agriculture field. Adopting smart technologies 

into agriculture improves the traditional practice into 

modern generation of agricultural practice. Smart 

technology or smart computing is majorly dependent on 

IoT [5][6][7][8][9]. IoT is a network composed of physical 

objects or things that can communicate with one another to 

exchange the data. Researchers in entire world are trying to 

implement IoT technologies everywhere to make 

everything smart such as smart cities, smart healthcare, 

smart farming [6][7][10][11][12][13]. Especially, in the 

field of agriculture, adopting IoT enabled WSN [14] kind 

of smart technologies helps the farmers to get 

improvement which relay on the country’s economic 

growth as well as fulfils the demand of food in the world. 

This also helps in the situation where famers cannot be 

available in all 24 hours in the farm field and he will not be 

knowing of operating the devices to calculate the 

environment condition. The measurements of such 

environmental conditions help the farmers to monitor the 

field without his intervention. The automatic system 

practice in the agriculture field runs without human 

intervention and the system will notify the famers 

regarding the changes that happens in the farm field to 

make the decision if any critical problems occurs that are 

to be solved immediately. Such kind of farming practice 

allows the farmers to maintain the farmer fields that widely 

spread across the large area. 
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Fig. 1: The overall model of the Farm field. 

Figure 1 depicts the overall model of the farm field which 

uses the smart technologies. The figure explains the sensor 

nodes are deployed in the farm field to measure 

environmental condition which is generally wireless sensor 

network. Respective sensor nodes are used to measure the 

respective parameters. The sensed data are sent to base 

station (BS) and through the internet sensed data will be 

forwarded to farmers. The sensed data are influential as it 

used to improvise the farming. The scenarios we make use 

of the sensed data are as follows: controlling irrigation by 

sensing moisture level in the soil, releasing the manure 

periodically to get better yield of crops etc, when making 

such important decision by using sensed data, its misuse 

may result in disaster in the farm field.  

In this paper, we propose secure and smart irrigation system 

using machine learning and WSN enabled IoT system. The 

application we spotted light here is the large farming area, 

which is deployed with sensor nodes randomly all over the 

farm to sense temperature, humidity and soil moisture 

content. The collected data used to decide whether water 

supply is required or not. The data sensed are sent to BS. 

The job of BS is the aggregate the collected data.  

Based on the aggregated data, BS decides whether to release 

the water or stop the water. In the smart irrigation scenario, 

if an attacker injects the false data into the considered 

parameters, it may result in overwatering or under-watering 

which effects on the crops in the farm field. We propose her 

two level of classification method to classify the receive 

data from the sensor as anomalous or non-anomalous. Only 

the data that belongs to non-anomalous are used in 

aggregation process which involves in making the decision 

of irrigation system. The two phases of data classification 

are as shown, in the first phase machine learning models are 

used to classify the data as anomalous or non-anomalous. 

The data classified as non-anomalous will involve second 

phase of classification by using fault detection algorithm 

(FDA). For experimentation purpose, we considered 3500 

records. From the single dataset three different datasets were 

generated by varying anomalous data in each dataset. The 

dataset that are considered for classification are as follows, 

In the first dataset, 10% of anomalous data is added. In the 

second dataset, 20% of anomalous data is added. In the third 

dataset, 10% extra added to second dataset. During 

experimentation for all the datasets, the dataset is split into 

70:30 ratio ie, we considered 70% of dataset for training the 

model and remaining 30% of data is used to test the model. 

Machine learning technologies used are K-Nearest Neighbor 

(K-NN), Decision tree, Logistic Regression, Naïve Bayes, 

Support vector Machine (SVM) and multi-layer perceptron. 

Among all the three datasets with varying anomalous 

records, decision tree algorithm gives an accuracy of 91%, 

K-NN, SVM, logistic regression gives the better accuracy of 

86% and Naïve Bayes gives 73% of accuracy compared to 

other algorithms. Therefore, the decision tree is used as the 

first phase of classifier. Only the data that are classified as 

non-anomalous in the first phase are subjected to FDA 

which is second phase of classification.  

Smart farming is used to monitor the farm field with the 

help of respective sensors, this technique helps the farmers 

to look after the farm field from anywhere.  

Smart agriculture using IoT 

The automated irrigation system is presented in [5]. The 

authors use Node microcontroller (NodeMCU) to achieve 

the objectives. NodeMCU is an open-source hardware and 

software development environment. The method supplies 

the water to the plants based on the soil moisture sensor 

reading.  

The implementation of automatic soil moisture monitoring 

system with the integration of  WSN and Bluetooth is 

presented in  [7]. The Bluetooth is used to transmit and 

receive data from sender to receiver, monitor the soil, save 

data, the variation of water is displayed, and neural network 

is used to improve the performance of method used for 

controlling water. Different types of sensors are used for 

sensing respective data. Based on these sensor values 

releasing of fertilizers and other agriculture chemicals 

required for the farm field. 

Because of issues raising in the recent years, the scheme [3] 

gives the review on the application of WSN in the irrigation 

field. The paper concludes that, efficient and optimum usage 

of water assurances and contributes the reduction in 

minimizing security of water crises. 

To help the farmers who the farmers who wish to contribute 

to country, [5] gives solution. Since availability of farmers 

in the farm field is not possible at every time, hence to allow 

surveillance on personnel and to avoid crops from losses, 

the authors contributed the method which is easy to use 

from smart phones.    

Security requirement in IoT networks 

Today, whole world is depended on new emerging 

technologies. Hence we are surrounded with number of 

smart devices. These smart devices making our routine easy 

and convenient the smart devices are exposed to many 

threats and cyber-attacks [6][15][16][17][18][19]. The 
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major security concern in IoT network are, integrity, 

confidentiality, authentication and data availability. The 

major threats of WSN are, physical attack, node replication, 

selective forwarding, worm hole attack, Sybil attack, sink 

hole attack, eavesdropping. According to the authors  [6], to 

obtain secure communication between devices in IoT, it is 

required to involve encryption, end-to-end environments, 

access control and infrastructure protection.  

Smart Agriculture with security 

Since farming is more influenced by new technologies, it is 

vulnerable to more attacks. Hence it is necessary to protect 

from the attacker.  

To deal with the current security issues, [8] gives the 

survey on attacks that destroy the security aspects in the 

field of smart farming. Cyber threats also highlighted in 

this paper. The involvement of new technologies inherits 

several security challenges that occur raises the underlying 

consciousness regarding empirical methodology. Smart 

farming shows interest on the IoT application 

[10][11][12][20][21][22] that monitors the environment 

remotely. The information that communicates in farm field 

are unprotected. In the smart farming technique, the model 

automatically keeps and manages the information about 

temperature, humidity. An attacker can gain the 

vulnerabilities of security [12][23][24] to maintain the 

temperature, humidity which may cause serious issue. In 

[10] an authentication method has been proposed to 

perform with minimum encryption and decryption steps. In 

this scheme, the session key is combined with public key 

to control the farm securely. The advantage of the scheme 

is to reduce the encryption/decryption time, time used for 

registration also reduced, and mainly the scheme eases the 

use of the smart cards which is having less computational 

performance. The computation performance is less in the 

scheme by the use of session key when compared to 

available authentication problems in smart field. 

The above stated models are homogenous with respect to 

the smart farming using IoT [25][26][27]. The models helps 

to automate the irrigation system, water control 

automatically, the scheme summarizes the security 

challenges faced in the farm field. The proposed scheme 

helps to classify the anomalous or non- anomalous data 

which is received from sensor node using two phase 

verification process. 

2. Materials and Methods 

Here we propose, secure and smart irrigation system. The 

main aim of the proposed scheme is to detect the anomalous 

or non-anomalous data in the considered dataset. The 

automatic irrigation system works on the basis of data 

collected from various sensor that are deployed in the farm 

field. Each sensor node 𝑆𝑖 senses the parameter at each 

interval of time t and send the same to BS. The BS 

aggregates the data that are received to decide whether the 

water supply is necessary or not. Since water is the 

important resource in agriculture, wastage of water resource 

effects on crop production. There occurs a way to lose the 

water resource that is, if an intruder injects the false data of 

sensed parameters. It results in under-watering or 

overwatering. Hence it is necessary to check the anomalous 

data in the received dataset before start computing the 

aggregate. There is a necessity of system that is able to 

distinguish the anomalous data from the dataset received. 

Here two phases are proposed to classify the data 

Phase 1: Using machine learning techniques or models to 

classify the received as either anomalous or non-anomalous.  

Phase 2: The data that are classified as non-anomalous there 

invokes second phase of security. For second phase of data 

classification, FDA is used.  

 

Fig. 2. The Flow diagram of the proposed scheme 

The flow diagram of the proposed scheme are shown in 

figure 2. 

Figure 2:  

The data sensed from sensor node gives the data regarding 

the real time environmental factor like temperature, 

humidity, and soil moisture. These parameters are used to 

operate the irrigation system. Before the starting the 

aggregation process, the BS first classify the data as 

anomalous or non-anomalous. The BS itself impossible to 

classify the data. Hence it is important to consider the data 

probability which leads to better transfer of the data within 

the network. The anomalous data transfer leads to either 

overwatering or under-watering. Hence the classification 

through securing the data until it reaches BS. BS make use 

of FDA for achieving secure data transfer. Initially, deploy 

the sensor nodes into the farm field. Respective sensor 

nodes gives the respective data readings. The data that are 
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sensed at the sensor nodes are sent to the BS. BS apply 

machine learning techniques to classify the data as 

anomalous or non-anomalous. Among all the considered 

supervised learning models, Decision tree works better and 

give higher percentage of successful classification of the 

data. The data that belongs to non-anomalous, are sent to 

second phase of classification ie FDA. The changes in data 

sensed at sensor nodes at regular interval of time is not so 

great. Hence it is easy to find the faults in the dataset. BS 

constructs the matrix for each parameters, by calculating the 

difference between the received data of each parameters 

separately.  

Then calculate the summation of all values in each rows. If 

the values are less than or equal to the threshold, then result 

is 0, which indicates the data detected are non-anomalous. If 

the summation value obtained is greater than the threshold 

the result is 1, which shows the data is anomalous. Such 

anomalous data is considered for the aggregate and such 

data are dropped. The data concluded as non-anomalous are 

processed further. The final aggregated data at BS decides 

to release the water to farm field or not. This notification 

will be sent to farmers through internet. Famers will take 

action on irrigation system.  

2.1. Data Preparation 

The dataset considered for the experimentation is of 3500 

records. The parameters or attributes considered are 

temperature, humidity and soil moisture. For 

experimentation, the original dataset is divided into three 

separate dataset of each having different anomaly ratio 

rates. The target result values are classified in such a way 

that for anomalous activity, the target value is 1 whereas 

for non-anomalous activity the target value is 0.  

Dataset 1: We added 10% of anomalous records to the 

dataset. 

Dataset 2: 20% of anomalous data are inserted into the 

dataset. 

Dataset 3: Total 30% of anomalous records are included to 

the dataset. 

For each of the dataset considered, the three parameters or 

attributes with one target value is highlights. Since the data 

obtained from real world it need to be preprocessed, 

because it may consist of some missing values or incorrect 

values. The dataset is split into 70:30 ratio ie 70% of the 

data are used for training the model whereas 30% of data 

are used for testing. The sample dataset is represented in 

Fig 3.  

Phase 1: Machine learning techniques for the classification 

of data as anomalous or non-anomalous. 

Machine learning models allows the machine or system to 

learn without including the programs. In the earlier the 

system used to give the results automatically, whereas by 

using the machine learning techniques, the system works 

like the human brain. The system gives more accurate 

results. In the smart irrigation scenario, machine learning 

models or techniques are used to maintain the water 

resource from wastage of water [7]. Farmers used to make 

decision based on the traditional practice. Since machine 

learning models helps the system to work smarter [8][9]. 

Machine learning techniques used for the classification are 

K-NN, Multi-Layer Perceptron, Naïve Bayes, Decision 

Tree, Support Vector Machine, and Logistic Regression. 

The sensed data are sent to this models. Adding false data 

into the dataset forbidden results in affecting the crops 

directly in the farm field by releasing over water or 

blocking the water supply when it is necessary. Hence it is 

necessary to rectify the false data in the dataset. The data 

that are belonging to non-anomalous category, BS apply 

FDA for checking again. The data that belongs to non-

anomalous are sent to further processing to decide the 

water supply to the farm field.  

 

Fig. 3. The sample dataset used for experimentation 

Phase 2: Fault Detection Algorithm (FDA) 

FDA is invoked for the non-anomalous data. FDA 

concludes that the data that are received from first phase 

are non-anomalous, then the data are sent for further 

processing. BS job is to classify the data. BS apply 

machine learning techniques and FDA. BS at the second 

phase creates the matrix 𝑀𝑖∗𝑗. The matrix created will 

generate the vector. The majority case at each vector will 

decide to which category the data belongs to. The 

algorithm 1 shows in detail the description step by step.  

Algorithm:  At each sensor node𝑆𝑖, the data 𝐷𝑆𝑖
 collected at 

each interval of time t. for each parameter (temperature, 

humidity, soil moisture) BS creates the matrix 𝑀1, 𝑀2, 𝑀3. 

The difference between the collected data (𝐷𝑆𝑖
 -𝐷𝑆𝑖

). If the 

difference is less than or equal to threshold (β), then the 

value is 0 else the value is 1. This is repeated for all the 

three matrix creation. Summarize the binary values in row-

vise, if the value calculated is less the total number of data 
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received divided by 2 then this value decides the data is 

anomalous or not. Once the vector is obtained if the value is 

less than the data segment divided by 2, it results in 0 ie, 

non-anomalous, if it is greater than N/2 then it is 1 ie, the 

data is anomalous. The vector is created if the value is 0 that 

shows the data is non-anomalous if data is 1 then the data is 

anomalous.  

The matrix M1, M2, M3 are created according to (1): 

 𝑀𝑖∗𝑗 = {
0, 𝑖𝑓 ( 𝐷𝑆𝑖  

− 𝐷𝑆𝑗
)  ≤ β

1, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 (1) 

Where 𝑚, 𝑛 = {0,1,2, … 𝑥 − 1}, i,j ={0,1,2,…N}, β is 

threshold 

For each row in matrix M1, M2, M3, R1, R2, R3 are 

calculated as: 

 𝑅𝑖 = {
0, 𝑖𝑓 (∑ 𝑀𝑖∗𝑗 <  𝑁/2𝑛

𝑗=𝑡−𝑥+1 )

1, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 (2) 

At time t, the value of Ri is corrected by Ri
t.  

              𝑅𝑖
𝑡 {

0, 𝑖𝑓 (∑ 𝑅𝑖 <  𝑁 2⁄ )𝑡
𝑟=𝑡−𝑥+1

1, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
                      (3) 

For example, let us assume that number of data collected at 

cluster leader N = 5 and β is 2. The values received from the 

sensors are temperature= {22.3, 25.2, 23.6, 28.2, 29.3} 

humidity= {20.8, 22.3, 20.9, 29.3, 20.2} and soil moisture = 

{50.1, 53.2, 52.2, 63.6, 54.9}. Then the matrices are 

obtained based on (1) as given in M1, M2 and M3.  

M1 = 

[
 
 
 
 
0 0 0 1 1
0 0 0 0 1
0 0 0 1 1
1 0 1 0 0
1 1 1 0 0]

 
 
 
 

   M2 = 

[
 
 
 
 
0 0 0 1 0
0 0 0 1 0
0 0 0 1 0
1 1 1 0 1
0 0 0 1 0]

 
 
 
 

  M3 = 

[
 
 
 
 
0 0 0 1 1
0 0 0 1 0
0 0 0 1 0
1 1 1 0 1
1 0 0 1 0]

 
 
 
 

  

Further, add the values of each row in a matrix according to 

equation (2) to obtain vectors R1, R2 and R3 respectively 

for M1, M2 and M3. 

𝑅1=  

[
 
 
 
 
0
0
0
0
1]
 
 
 
 

                    𝑅2 = 

[
 
 
 
 
0
0
0
1
0]
 
 
 
 

                  𝑅3 = 

[
 
 
 
 
0
0
0
1
0]
 
 
 
 

.  

Take the majority value to decide the node as anomalous or 

not. The value received when  𝑅𝑖 = 0 is considered as it is 

at time t.  

Algorithm: The pseudocode for fault detection algorithm 

BEGIN 

 For every node Si in WSN (1, 2,…N) 

 /* the method helps to create the matrix*/ 

   If ( 𝐷𝑆𝑖  
− 𝐷𝑆𝑗

) ≤β 

    𝑀𝑖∗𝑗=0 

   Else 

    𝑀𝑖∗𝑗 =1 

   End If 

  End For 

  /*construct vector R */ 

  For i,j =1,2,…,N 

   If Ri = ∑ 𝑀𝑖∗𝑗 <  𝑁/2𝑛
𝑗=𝑡−𝑥+1   

    Ri = 0 

   Else 

    Ri =1 

   End If 

   If Ri
t = (∑ 𝑅𝑖 < 𝑥 2⁄ )𝑡

𝑟=𝑡−𝑥+1  

    Ri
t =0 

   Else 

    Ri
t=1 

   End If 

 End For 

   End 

Take the majority number to decide the data as legitimate 

or not. The detailed explanation of FDA is shown in 

algorithm 1. The previous data that are sensed by sensors 

are stored to classify the data.  

Table 1 shows data ranges in accordance with the 

parameter which are used to make the decision regarding 

the water supply. The data that are obtained from the 

previous round are stored that are used for further round.  

Table 1: the data ranges for each parameter 

Temperature 

(ᵒC) 

Humidity 

(%) 

Soil Moisture 

(%) 
Decision 

>45 <30 <30 Most Required 

35-45 35-45 30-45 Required 

25-35 46-60 46-60 Average 

20-24 61-80 61-80 Not Required 

<20 >80 80-100 
Not at all 

required 

3. Results and Discussion 

The predictions are made in this section. The quality of 

prediction helps to decide better. The prediction are to 
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classify the data as anomalous or non-anomalous. The 

metrics obtained while classification of data are 

temperature, humidity and soil moisture content. This will 

predict anomalous data whose target value is 1 whereas for 

non-anomalous data the target value is 0. The three 

scenarios are recorded here, 

Dataset 1: 

Total number of instances received after pre-processing the 

data: 1652 

Total number of instances considered for testing: 496 

Total number of Normal Activity: 1496 

Total number of Anomaly Activity: 156 

The table 2 gives classification report of Dataset 1 

The classification report exhibits the precision, Recall, F1 

Score, support of the models. The same procedure is 

repeated for all the three datasets. The same algorithms are 

used for the classification of data 

 

 

Table 2: The classification report for Dataset 1 

Algorithm Input Precision Recall F1 score Support 

Decision Tree 

0 0.96 0.95 0.95 453 

1 0.51 0.53 0.52 43 

Weighted Average 0.92 0.92 0.92 496 

K-Nearest Neighbor 

0 0.93 0.98 0.96 453 

1 0.55 0.28 0.37 43 

Weighted Average 0.90 0.92 0.92 496 

Support Vector 

Machine 

0 0.91 1.00 0.92 453 

1 0.00 0.00 0.00 43 

Weighted Average 0.83 0.91 0.87 496 

Multilayer Perceptron 

0 0.91 1.00 0.95 453 

1 0.00 0.00 0.00 43 

Weighted Average 0.83 0.91 0.87 496 

Logistic Regression 

0 0.91 1.00 0.95 453 

1 0.00 0.00 0.00 43 

Weighted Average 0.83 0.91 0.87 496 

Naïve Bayes 

0 0.96 0.96 0.96 453 

1 0.55 0.53 0.54 43 

Weighted Average 0.92 0.92 0.92 496 

 

Table 3: The classification report of dataset 2 

Algorithm  Precision Recall F1 score Support 

Decision Tree 

0 0.94 0.93 0.94 450 

1 0.67 0.70 0.68 90 

Weighted Average 0.89 0.89 0.89 540 

K-Nearest Neighbor 0 0.88 0.97 0.92 450 
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1 0.70 0.34 0.46 90 

Weighted Average 0.85 0.87 0.85 540 

Support Vector 

Machine 

0 0.83 1.00 0.91 450 

1 0.00 0.00 0.00 90 

Weighted Average 0.69 0.83 0.76 540 

Multilayer Perceptron 

0 0.83 1.00 0.91 450 

1 0.00 0.00 0.00 90 

Weighted Average 0.69 0.83 0.76 540 

Logistic Regression 

0 0.83 1.00 0.91 450 

1 0.00 0.00 0.00 90 

Weighted Average 0.69 0.83 0.76 540 

Naïve Bayes 

0 0.94 0.93 0.94 450 

1 0.67 0.70 0.68 90 

Weighted Average 0.89 0.89 0.89 540 

 

Table 4: The classification report for Dataset 3 

Algorithm  Precision Recall F1 score Support 

Decision Tree 

0 0.94 0.93 0.94 450 

1 0.67 0.70 0.68 90 

Weighted Average 0.89 0.89 0.89 540 

K-Nearest Neighbor 

0 0.88 0.97 0.92 450 

1 0.70 0.34 0.46 90 

Weighted Average 0.85 0.87 0.85 540 

Support Vector 

Machine 

0 0.83 1.00 0.91 450 

1 0.00 0.00 0.00 90 

Weighted Average 0.69 0.83 0.76 540 

Multilayer Perceptron 

0 0.83 1.00 0.91 450 

1 0.00 0.00 0.00 90 

Weighted Average 0.69 0.83 0.76 540 

Logistic Regression 

0 0.83 1.00 0.91 450 

1 0.00 0.00 0.00 90 

Weighted Average 0.69 0.83 0.76 540 

Naïve Bayes 

0 0.94 0.93 0.94 450 

1 0.67 0.70 0.68 90 

Weighted Average 0.89 0.89 0.89 540 
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Table 5: The confusion metrics and accuracy for each datasets 

ALGORITHM CONFUSION MATRIX ACCURACY 

 DataSet1 DataSet2 DataSet3 DataSet1 DataSet2 DataSet3 

Decision Tree 𝐶𝑀

=  [
417 29
25 130

] 

𝐶𝑀

=  [
419 31
27 63

] 

𝐶𝑀

=  [
431 22
20 23

] 

91.01% 91.01% 91.53% 

K Nearest 

Neighbor 

𝐶𝑀

=  [
428 18
56 99

] 

𝐶𝑀

=  [
437 13
59 31

] 

𝐶𝑀

=  [
443 10
31 12

] 

87.68% 87.68% 91.73% 

Support Vector 

Machine 

𝐶𝑀

=  [
434 12
70 85

] 

𝐶𝑀

=  [
450 00
90 00

] 

𝐶𝑀

=  [
453 00
43 00

] 

86.35% 86.35% 91.33% 

Multilayer 

Perceptron 

𝐶𝑀

=  [
434 12
70 85

] 

𝐶𝑀

=  [
450 00
90 00

] 

𝐶𝑀

=  [
453 00
43 00

] 

86.35% 86.35% 91.33% 

Logistic 

Regression 

𝐶𝑀

=  [
434 12
70 85

] 

𝐶𝑀

=  [
450 00
90 00

] 

𝐶𝑀

=  [
453 00
00 00

] 

86.35% 86.35% 91.33% 

Naïve Bayes 𝐶𝑀

=  [
417 29
25 130

] 

𝐶𝑀

=  [
419 31
27 63

] 

𝐶𝑀

=  [
434 19
20 23

] 

73.54% 73.54% 79.43% 

 

Dataset 2: 

Total number of instances received after pre-processing the 

data: 1798 

Total number of instances considered for testing: 540 

Total number of Normal Activity: 1496 

Total number of an Anomaly Activity: 302 

The Table 3 gives classification report for Dataset 2. 

Dataset 3: 

Total number of instances received after pre-processing the 

data: 2002 

Total number of instances considered for testing: 601 

Total number of Normal Activity: 1496 

Total number of an Anomaly Activity: 506 

The Table 4 gives classification report for Dataset3 

Accuracy is calculated for the machine learning techniques  

Using the following formula,  

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦

=  
𝑇𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝑇𝑟𝑢𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝐹𝑎𝑙𝑠𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝑇𝑟𝑢𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒 + 𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒
 

Table 5 gives the report of confusion metrics and Accuracy 

for all the datasets. 

By looking into the classification reports of each tables by 

applying all the machine learning models, we plotted the 

comparison graph in figure 4. 

Apart from the background techniques in the scheme, the 

front end side, we need to enter five instances. If all the 

instances entered are in the range then we get the pop up 

message as non-anomalous data. Figure 5 shows the 

screenshot of the webpage. The screenshot enlighten after 

applying both the classification phases to the data records. 

 

Fig. 4: Comparison of Algorithms 

Figure 6 shows the screenshot of the webpage that display 

anomalous message when one or more instances entered 

0%

20%

40%

60%

80%

100%

DT KNN SVM MP LR NB

Dataset1 Dataset2 Dataset3
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fall out of range. By this way we can conclude that FDA 

works better for classifying the data. 

 

Fig. 5: The screenshot of the webpage 

 

Fig. 6: The screenshot of the webpage displaying message 

as Anomalous 

4. Conclusion 

The basic occupation of the world is farming. Hence it is 

necessary to monitor regularly. This scheme helps the 

farmer to classify the anomalous and non-anomalous data 

before making a decision regarding water supply. In the 

first phase, the data classified into anomalous or non-

anomalous data using machine learning techniques. Only 

non-anomalous data is forwarded to second phase, which is 

FDA. Once the data is confirmed as non-anomalous, then it 

is considered for decision making. Based on this data 

collected from sensors, the farmers take the decision to 

allow water supply or deny water supply. This scheme 

provides security for the irrigation system.  
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