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Abstract: The detection of fruits is a mainstream application taken into account for Single Shot Detectors as well as Region Based 

Detectors. The problem can be taken on other dimension by making a shift inclined towards the real world application where the detection 

of fruits when bearing on the trees are done. The dataset for such a problem needs to be gathered in a custom fashion, which we were able 

to do successfully. Apart from this the annotations for data were also made and famous state of-the-art Object Detection models were used 

for performance mapping using YOLO.v3, YOLO.v4 and Mask-RCNN. These models are fine-tuned to meet the needs of the dataset and 

metric of mean average precision comparison is shown. The loss metrics for these models in form of their comparisons is also provided in 

the results section. The result section also highlights a detailed prediction yielded by the different models on different testing based images 

respectively  
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1. Introduction 

The advent of Deep Learning [1], [2] significantly overtook 

Machine Learning [3] in a span of years seamlessly as the 

need for data arose. The applications of deep learning 

started emerge for computer vision [4], natural language 

processing [5], time series [6] and audio [7] based data. The 

prognostication aspect of the deep learning was earlier 

covered by machine learning by using diversified set of 

algorithms, viz. logistic regression [8], support vector 

machines [9], k-nearest neighbors [10], decision trees [11], 

bagging ensemble [12] methods, boosting ensemble [13] 

methods, stacked ensemble [14] methods, discriminant [15] 

learners, clustering [16], regression [17] based methods, 

etcetera. This was significantly overtaken with deep 

learningthat uses artificial neural networks inspired from 

multi-layer perceptron [18]. The process of the deep 

learning has forward and backward [19] propagation for 

learning. The neural network learns features from the input 

by calculating an arbitrarily defined weight and bias which 

modulates the necessary information learned using an 

activation function. These activation functions are 

mathematical function such as softmax [20], ReLU [21] and 

many more. The entire process learns features and loss is 

computed which is later optimized using a function such as 

Adam [22], AdaGrad [23], et cetera. This process extended 

to areas of computer vision where it all started with 

convolutional neural network [24]–[26], used for handling 

the data in form of images.The network uses convolutional 

layers for learning features and these are reduced using 

pooling layers with rest of the process as same as regular 

neural net [27]. This form of network was a breakthrough 

and was applied in all the areas of computer vision as a 

baseline  

network, such as image classification [28], object detection 

[29], image segmentation [30]–[32], face recognition [33] 

and image captioning [34] that although uses the essence of 

recurrent neural networks [35] which are applied in the 

applied areas of natural language processing. Considering 

the NLP which is an abbreviation for natural language 

processing the amount of applications are numerous where 

the extraction of the features for textual data is done using it 

and predic- tive analytics is handled using machine learning 

and deep learning respectively. The use of feature extraction 

which are known as learning representations from the text 

initially was performed using bag of words [36] or TF-IDF 

[37] which significantly changed to word2vec [38] and 

glove [39] in latter part. The prognostication mechanism for 

it started with RNN based networks which later used LSTM 

[40] followed by bidirectional [41] networks too. Parallel to 

the time period of all these networks was developed one 

dimensional CNN [42] that was uses. Later many 

combinations [43] of these parts were made in development 

perspectives which had some major loopholes that were 

covered by transformer [44], [45] based architectures. Many 

advancements in the area of transformers were also done 

which is completely a different topic but the gist of this 

paper lies in the object detection aspect.  

The object detection methods were prominently used high 

number of advancement with two approaches that are still 

used for defining the differences where the two major 

categories are region based detectors and single shot 

detectors. The region based algorithms also use the term of 

selective search and map the object for detection using 
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region based boundaries. The region of interest [46] is the 

main associated term with this type of networks. The 

uprising of such networks started back in 2014 with R-CNN 

[47] first. Followed by it in 2015 more advancements were 

brought in the concept and SPP-Net [48] was discovered. 

Multi tasking was later introduced in 2015 with FRCN [49], 

followed by which Faster R-CNN [50] came in same year. 

The concepts used earlier were taken on a next level in later 

period when R-FCN [51], FPN [52] and Mask R- CNN [53] 

were introduced. In the meantime the single shot detectors 

were also taking the form of advancements where in 2014, 

multi-box [54] was introduced followed by in 2015 came 

the Attention-Net [55] and one year later G- CNN [56]. 

These were all responsible for the development of YOLO 

[57] in 2016 and followed by it was SSD [58] introduced. 

Later DSSD [59], YOLOv2 [60] and DSOD [61] were 

introduced that changed the way people think about single 

shot detectors. The YOLO was later considered for way 

ahead of time advancements with YOLO.v3 [62] and 

YOLO.v4 [63] respectively. This is where we consider only 

the major aspects of the implementation and the algorithms 

used in further sections of the paper. 

2. Methodology 

A. DATASET 

The implementation section of the paper has data as its most 

important part as the data used for mainstream detection of 

fruits is not used. Many researchers have been emphasizing 

on the fruits detection [63]–[65] with not base consideration 

of the fruits related data but a very generalized data based 

on PASCAL VOC [66] or COCO [67] using a framework 

like TensorFlow [68] respectively. The data such as 

ImageNet [69] is very well assigned for the image 

classification based tasks and not object detection since 

detection requires annotations. Our task was the collection 

of data for the fruits that specifically grown in the tropical 

sections of the world. The fruits that we considered are 

Mango, Sapodilla, Tomato and Sweet Lime respectively. 

Our main task was its collection that also considers that the 

fruits are bearing on the trees. Since most of the stock style 

images found on the internet do not have any proper 

background. 

 

                               Fig 1. Custom Made Data 

The figure 1 depicts some of the fruits that we have clicked 

their images personally where all the 4 categories are 

covered. Now the task that arises is pertaining to its 

annotations. The annotations are most necessary aspect of 

object detection algorithm as the coordinates of the all the 

objects that will be trained are considered in an image. The 

implementation approach that we are considering has use of 

YOLO.v3, YOLO.v4 and Mask R-CNN algorithms where 

the annotation procedure for YOLO family and Mask 

RCNN differ from each other. 

B. YOLO.V3 

YOLO.v3 [61] is the advanced variant of the YOLO [56] 

series that came into existence quite later than expected. The 

scores in the prediction mechanism for earlier versions use 

softmax [19] that provides the probability of the all the 

classes and highest probability is the correct detection. In 

order to overcome this issue of multi-label classification the 

YOLO.v3 was introduced back in 2018 that works with 

independent logistic classifier for evaluation of the 

likelihood. The binary cross-entropy loss function is used in 

the computation instead of the mean squared error used in 

earlier versions. The FPN [51], abbreviation of the Feature 

Pyramid Networks has the similar prediction mechanism 

and YOLO.v3 was inspired from it. The older variants of the 

YOLO used Darknet-19, which is a 19 layered network for 

feature extraction from the annotated images. This variant 

of YOLO uses a 53 layers deep network known as 

Darknet53 where the concept of skip connections was used. 

This concept was introduced in the ResNet [70], where 

residual blocks [26] are used. Billion Floating Point 

Operations are lesser in Darknet-53 as compared to 

Darknet-152, but manages to give 2x faster classification 

accuracy. Considering the 3x faster computation the 

YOLO.v3 is able to give similar performance with COCO 

[67] dataset for average precision metric. The detection of 

the smaller objects was more emphasized in this variant 

effectively. 

C. YOLO.V4 

The more advance variant of YOLO.v3 [61] can be 

considered as YOLO.v4 [62] which approximately gives 65 

frames per second inference speed when used with V100 

Tesla GPU. Just like ResNet [70] the concept of skip 

connections can be also driven from DenseNet [71] which 

is used in this variant. The DenseNet uses batch 

normalization for every single layer along with ReLU [20] 

activation function. The DenseNet feature maps need 

divisions which can be done using the cross stage partial 

connections where the task of segregation is conducted. This 

cross stage partial connections abbreviated as CPS 

connections is merged with the Darknet-53 for a great 

reduction in the computational complexity which results in 

the CPS-Darknet-53 that easily takes over the performance 

of the ResNet used as a feature extractor. Mosiac Data 

Augmentation [72] is used as one of the techniques that 
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combines 4 images into 1 for training which improves the 

object detection beyond the scope of the normal range. It 

also uses Dropblock [73] regularization which is different 

from Dropout [74] regularization, that forces the model to 

drop the information from image intentionally to learn more 

efficiently from available information. An activation 

function much more efficient than ReLU known as Mish 

[75] activation is used which can outperform the 

performance over many different datasets. 

D. MASK R-CNN 

The faster R-CNN [49] was developed earlier as compared 

to the Mask R-CNN [52] which was way good for a stateof-

the-art algorithm. All the region based object detection 

algorithms used earlier emphasized on the region proposal 

mechanism. This is where the change was made with the 

advent use of image segmentation that became prevalent in 

a very short period of time. The region of interest align was 

the change brought into the mainstream region of interest 

pooling methods. The interpolation can be leveraged for 

generating the internal feature maps. The region proposals 

are visualized with dots instead of lines in this algorithm 

which does provide an edge over the other over-lapping 

images solving the problem. The mask uses the image 

segmentation [29]–[31] process very efficiently. The image 

segmentation although has types such as instance and 

semantic segmentation we are only concerned working with 

the segmentation used in Mask R-CNN. It uses instance 

segmentation and it is responsible for segmenting the same 

objects from one class as completely different. This gives 

the advantage of selecting very specific person or object 

from the prediction even though many similar are present 

simultaneously. The memory efficiency is much higher and 

usually requires less GPU memory while training. The 

implementation performed by Facebook research team [76] 

provides the benchmarks for COCO [67] evaluation stating 

the algorithm is very efficient as compared to other region 

based variants. 

3.Results  

A. SINGLE SHOT RESULTS 

The single shot detector contains YOLO.v3 and YOLO.v4 

in our implementation where have the results with input 

images and output images. The fruits have been extensively 

trained on 4 types of fruits where the prediction for each of 

them is given in the figures. 

                 

Fig 2. Sapodilla Prediction using YOLO.v3 

The figure 2 gives the input image and predicted image of 

sapodilla where the prediction is made using yolo.v3 with 

bounding boxes where the fruits are detected on the tree. 

Every bounding box has also confidence probabilities 

associated with every fruit. Similarly the prediction can be 

seen for Mangoes in the figure 3 

          

Fig 3. Mangoes on Tree Prediction using YOLO.v3 

As figure 3 depicts the mangoes on tree have been predicted 

very effectively. The confidence probabilities are very good 

for every bounding box even from a very long distance 

image. The identification is done irrespective of different 

training data effectively. The detection for the fruit itself can 

be performed and it does seamlessly as the data has been 

trained on the fruit itself with less exposure of tree 

altogether. The prediction can be seen in the figure 4 

respectively. 

The similar mechanism can be extended for other fruits too, 

for instance the Sweet Lime. Now the Sweet Lime and not 

ripe mango are close enough in context of the color yet the 

algorithm detects it with no issue. 

              

Fig 4. Mangoes in Close Interspace Prediction using 

YOLO.v3 

 

              Fig 5. Sweet Lime Prediction using YOLO.v3 

The Sweet Lime does in same predictions gets confused 

with the leaves of the tree. This can be resolved in other 

models. The Sweet Lime prediction is subtle and now 

tomato prediction can also be made. 

                                        

Fig 6. Tomato Prediction using YOLO.v3 

The great part about tomato prediction is that even when the 

tomatoes are not ripe, the algorithm does not give wrong 

prediction. This is an indication the cause of color of image 

has less accountability as opposed to the shape of the fruit. 
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The shape of the fruit is necessary and holds more 

precedence over the color. Similar context can be extended 

for predictions related to YOLO.v4 with input and predicted 

images. 

The best results can be obtained when the algorithm is 

harnessed the most and in the terms of prediction  

                    

Fig 7. Sapodilla Prediction using YOLO.v4 

sapodilla tree the fruits are extremely small and the 

interspace is very high between the person clicking the 

image and yet the prediction yielded is very good. The 

algorithm has detected most of the fruits bearing on the tree. 

                        

Fig 8. Mango Prediction using YOLO.v4 

The image of the mangoes this time for prediction is taken 

from a medium level interspace that is not too harsh nor too 

soft on the algorithm where the prediction can be seen at a 

very good level. The confidence probabilities are very good 

and most of the fruits bearing on the tree are being detected. 

 

Fig 9. Sweet Lime Prediction using YOLO.v4 

The images used for Sweet Lime prediction are as same as 

the YOLO.v3 where the algorithm gave some 

mispredictions and this time those errors are solved. The 

predictions are performed appropriately on the fruit without 

predicting the leaves as the fruit. This same courtesy can be 

extended for detecting the Sweet Lime from a very close 

interspace for prediction of the fruit. 

 

Fig 10. Sweet Lime in close interspace Prediction using 

YOLO.v4 

The figure 10 depicts the fruit in very close interspace and 

still the prediction is very good to precise. Similarly the 

prediction for next image can be also done. 

                                                          

Fig 11. Tomato Prediction using YOLO.v4 

The advancements for the algorithm can be seen in detection 

of the images as nothing is missed at all. The tomatoes in 2 

states, rip and unripe make this prediction interesting but 

both predictions are way good than expected and turn out to 

be perfect. The images on left are input images of tomatoes 

on vine and bushes and the predictions suffice more than 

ever. 

B. REGION BASED RESULTS 

This section of the Results contains the region based 

algorithm, Mask R-CNN for implementation where the 

masks are generated along the training. The data consists of 

fruits where we train our custom dataset and the fruits 

detected contain the region boundary which is dotted and 

masks for every fruit are generated. This is considerably an 

advanced form of detection system we have implemented. 

The predictions can seen for every single fruit in this 

respective sub-section of the paper.                                  

 

Fig 12. Sapodilla in close interspace Prediction using 

Mask-RCNN 

The predictions yielded are very distinct and accurate for 

mask R-CNN with dotted region of interest 

line and masks with their respective confidence 

probabilities. The figure 12 gives the prediction for 

sapodilla in close interspace where the prediction from a 

very long distance can also be generated. 

                   

Fig 13. Sapodilla Prediction using Mask-RCNN 

 The prediction for sapodilla from a long distance is done in 

the 13 and it is very accurate. Similarly other predictions can 

also be performed. 
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Fig 14. Mango Prediction using Mask-RCNN 

The mask based prediction is performed by segmentation 

but the detection limitations can be seen in some cases 

where the YOLO.v4 considers itself to be an advanced 

model. The prediction can be similarly seen for Sweet Lime 

below. 

                    

Fig 15. Sweet Lime Prediction using Mask-RCNN 

The masks are generated for the Sweet Limes and the 

predictions are extremely accurate. The model outperforms 

in terms of detection taking segmentation into consideration             

                                                         

             Fig 16. Tomato Prediction using Mask-RCNN 

The tomatoes are predicted using the segmentation at a very 

good level giving extremely distinct predictions to almost 

every single tomato. 

C. RECORDED LOSS 

The recorded loss is observation of the loss generated while 

the training feature extractor for the networks. The feature 

extractor for YOLO.v3 and YOLO.v4 is darknet and for 

Mask R-CNN it is Resnet respectively. Considering the 

training process, the training for every single fruit is done 

differently where the generated loss is considerably can be 

depicted in the form of table. 

Similarly the loss can be recorded for the Yolo.v4 where the 

loss is higher than the Yolo.v3 yet the amount of predictions 

are very good which gives inference that loss is not really 

everything. 

Table 1. Recorded Loss for Yolo.v3 

Fruit Loss 

Mango 0.869378 

Sapodilla 1.208245 

Tomato 0.787936 

Sweet 

Lime 

0.633085 

 

Table 2. Recorded Loss for Yolo.v4 

Fruit Loss 

Mango 1.092077 

Sapodilla 1.509499 

Tomato 0.596656 

Sweet 

Lime 

1.830130 

Finally the loss observations can be done for the Mask R-

CNN   like the single shot detectors and it is the lowest 

among all. The network used is Resnet which is a good 

feature extractor. 

Table 3. Recorded Loss for Mask R-CNN 

Fruit Loss 

Mango 0.0777 

Sapodilla 0.2390 

Tomato 0.0987 

Sweet 

Lime 

0.0900 

4.Conclusion 

The mainstream idea of detecting fruits has became 

prevalent in deep learning research and our idea was an 

extension to it where the fruits will be bearing from the tree. 

The idea after taking into consideration, biggest challenge 

was the collection of the data that is done by us itself. Since 

the detection is involved the task of data annotation was 

forthcoming and we performed it manually. Later decided 

to work with the fine-tuning of state-of-the-art object 

detection models for best predictions. The models used were 

from both the sub-divisions, viz. single shot detectors as 

well as region based detectors. Both gave good object 

detection prediction making this idea successful. This paper 

will for sure serve as a reference material for many 

researchers that promotes the thought of mainstream ideas 

to fit the real world inclination more than ever. 
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