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Abstract: This study introduces the DenseNet-121 architecture, a unique method for detecting diseases in tomato leaves. The goal is to 

use novelty detection methods to spot diseases that have not been seen before, while also fixing the gradient vanishing problem plaguing 

deep learning models. The proposed method is meant to aid in the early diagnosis and mitigation of potential crop losses by providing 

accurate and robust disease detection for tomato plants. DenseNet-121 is used as a solution to this problem. When it comes to deep learning 

models, DenseNet-121 is at the cutting edge because of its innovative use of dense skip connections across layers. The gradient vanishing 

problem can be alleviated thanks to the direct flow of gradients made possible by these links. The proposed method incorporates DenseNet-

121 to boost the disease detection model's performance and convergence. The experimental evidence supports the efficiency of the proposed 

approach. Evaluation measures including accuracy, precision, recall, and F1-score are used to compare the disease detection system's 

performance to that of established methodologies or baselines. The system's adaptability and capacity to correctly identify new diseases 

are also evaluated in detail, showing that it can go beyond what was previously known. This study introduces the DenseNet-121 

architecture, a novel method for disease detection in tomato leaves, and shows how it may be used to solve the gradient vanishing problem. 

The suggested methodology incorporates novelty detection techniques to improve diagnostic accuracy for rarely observed diseases. The 

outcomes demonstrate the system's efficacy and resilience in detecting and preventing losses in tomato crops at an early stage. Extensions 

and upgrades are discussed as well. 
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1. Introduction 

T Diseases affecting tomato crops are a major threat to 

agricultural output and food security. For efficient disease 

management and mitigation of possible crop losses, early 

detection and correct identification of these diseases are 

critical [1]. Visual inspection by professionals, while 

thorough, can be time-consuming and prone to error when 

used to diagnose disease. Therefore, accurate, and efficient 

automated techniques are required to aid in the diagnosis of 

tomato leaf diseases as shown in Fig1. 

Recently, deep learning methods have shown a lot of 

promise in plant disease diagnosis and other computer 

vision tasks. Convolutional neural networks (CNNs) and 

other deep learning models have outperformed human 

experts on image classification. However, the gradient 

vanishing problem is a typical issue for deep networks, 

where gradients vanish quickly during backpropagation, 

resulting in sluggish convergence and poor model 

performance. 

In [2-4] suggests employing the DenseNet-121 architecture 

in disease detection models to prevent the gradient 

vanishing problem and boost their efficiency. Incorporating 

dense skip connections across layers, DenseNet-121 is a 

deep learning model. These links allow data to flow directly 

from one layer to the next, solving the gradient vanishing 

problem and assuring efficient gradient propagation. The 

proposed approach utilizes DenseNet-121 to boost the 

convergence speed and accuracy of a system designed to 

identify diseases in tomato leaves. 

 

Fig1: for Diseases Classification of Tomato Plant Leaves 
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Additionally, the difficulty of unknown diseases is 

discussed in the paper. Emerging diseases or rare diseases 

not included in the training dataset may be encountered in 

the actual world. The 

novelty detection methods built within the suggested 

methodology are up to the task of dealing with such 

situations. These methods improve the system's overall 

detection efficiency by allowing it to reliably discover and 

classify previously unrecognized diseases. 

In [5], we use a highly curated and pre-processed dataset of 

tomato leaf disease classes to assess the efficacy of the 

suggested methodology. Each illness type is represented by 

enough samples in the training and evaluation dataset. 

Training for tomato leaf disease detection makes use of task-

specific loss functions, optimization techniques, and fine-

tuning strategies. 

In [6-7] the early diagnosis and treatment of tomato crop 

illnesses by establishing an accurate and robust disease 

detection system. Since the proposed strategy would allow 

for prompt interventions and suitable disease management 

methods, it has the potential to drastically cut down on crop 

losses. Incorporating newer detection methods also 

improves the system's adaptability and ability to spot new 

diseases that could threaten tomato crops. 

The significance of early disease detection in tomato crops 

and the limitations of traditional approaches are discussed 

in the paper's introductory part. The gradient vanishing 

problem in deep networks is also highlighted, along with the 

general promise of deep learning approaches. DenseNet-121 

and other novelty detection methods are presented as a 

means of overcoming these obstacles. The goal is to create 

a reliable and flexible method for detecting diseases in 

tomato leaves, which will help with the early detection and 

control of diseases. 

2. Literature Review 

From [8-10] Traditional methods, as well as computer 

vision- based approaches, have been presented for the 

identification of tomato leaf diseases. Visual inspection by 

specialists, a common traditional method, can be subjective, 

time-consuming, and knowledge-intensive. As an 

alternative, computer vision-based methods have emerged, 

offering more impartial and effective illness diagnosis tools 

[11]. Here we look at some of the current techniques for 

diagnosing diseases in tomato leaves as shown in Fig2. 

 

Fig2.for Preprocessing Steps for Classification of Plant 

Diseases 

Specifically, A publicly accessible tomato PlantVillage 

dataset has been used in the studies to evaluate the 

performance of the suggested technique. There are 3,000 

images of tomato plant leaves from ten different 

classifications in the PlantVillage dataset. There are ten 

different types of tomato leaves, nine of which are affected 

by various illnesses. Table 1 shows the PlantVillage dataset 

classes and the distribution of images per dataset class. 

Class names have been shortened; these shortenings are also 

listed in Table 1. For the purpose of processing speed, we 

have scaled down all the images in the dataset to a uniform 

224 by 224. We separated the data into a training set, a 

validation set, and a test set, making sure there was no 

duplication. The test set was used to evaluate the model's 

performance after training on the training set and the 

validation set. 

we present a DenseNet-121-based deep learning method 

that uses batch normalization and residual connections to 

solve the gradient vanishing problem. We test our method 

using the PlantVillage dataset and compare our findings to 

those of other approaches to disease identification in tomato 

leaves data as shown in Table1. 

The use of deep learning models has shown great promise 

in many image recognition applications, including the 

detection of plant diseases. For instance [12-13] offered a 

deep learning-based strategy to disease identification in 

plants, particularly tomato leaf diseases, by employing the 

Inception-v3 architecture. On the PlantVillage dataset, they 

scored 99.35% accuracy. For disease identification in 

tomatoes, in [14] also employed the AlexNet architecture 

and got an accuracy of 99.02. 

Even though these techniques produce very accurate results, 

deep learning models are not immune to the performance 

issues associated with the gradient vanishing problem. To 

remedy this, new training methods, such as batch 

normalization and residual connections, have been 

implemented. To combat the gradient vanishing problem, 
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for instance, [15-16] presented the DenseNet architecture. 

This framework excels in a wide range of picture 

identification applications, including the detection of plant 

diseases. 

 

Table 1 for Classes Data Summary 

3. Methodology 

By deeply interconnecting all its layers, the Densent-121 

design of deep neural networks facilitates effective feature 

reuse. This means that all feature maps are shared between 

levels, with each layer passing on its own feature maps to 

the layers below it. This connection architecture permits 

effective feature reuse, which in turn lessens the number of 

parameters required and aids in avoiding the vanishing 

gradients problem. When it comes to image categorization, 

the deep convolutional neural network DenseNet-121 

excels. To mitigate the vanishing gradient problem, the 

network is divided into dense blocks, each of which is made 

up of multiple layers. In a dense block, each layer is linked 

to its predecessors, and the output of one layer is combined 

with the input of the next. 

In 2017, a new variant of the DenseNet architecture, called 

DenseNet-121, was introduced. DenseNet is based on the 

premise that convolutional layers should be built in blocks, 

with each layer receiving inputs from the layers below it. 

Because of this dense connectivity structure, features can be 

reused more effectively, and the model's parameter set can 

be simplified. The spatial dimensions of the feature maps 

are decreased by the 

transition layers that follow each of the four dense blocks in 

the DenseNet-121 architecture. The input image is 

processed by the first dense block to generate a series of 

feature maps, which are then fed into the next set of dense 

blocks and the transition layers. The model generates a set 

of probability scores, one for each class label, as its final 

output. Several changes were made to the DenseNet-121 

architecture to solve the problem of gradient vanishing, 

allowing it to be used for disease detection in tomato plant 

leaves. The vanishing gradient problem arises when the 

gradient of the loss function becomes extremely small as it 

is sent back through a deep neural network during training. 

This can hinder the network's ability to learn from the data, 

leading to subpar results. 

DenseNet-121 uses "dense connectivity," a skip connection 

architecture in which each layer is connected to all 

following levels, to solve the vanishing gradient problem. 

This facilitates the network's ability to learn from data by 

allowing gradients to easily circulate across the network. 

Dense connection was not the only method utilized in 

DenseNet-121; additional methods were also employed to 

solve the vanishing gradient issue. Batch normalization is 

one such method; it helps stabilize training by standardizing 

the inputs to each layer. The vanishing gradient problem can 

also be alleviated by using a rectified linear unit (ReLU) 

activation function, which guarantees that the gradients are 

non-zero for positive inputs. 

The pre-trained DenseNet-121 model was fine-tuned using 

transfer learning on the PlantVillage dataset to enhance its 

performance on disease detection in tomato plant leaves. 

The pre- trained model's performance was enhanced by first 

tuning it on the smaller dataset of tomato plant photos using 

weights learned from a larger collection of natural images. 

Dense connection, batch normalization, and ReLU 

activation functions were all modified as part of the overall 

process of adapting the DenseNet- 121 architecture for 

disease detection in tomato plant leaves. The model's 

efficiency on this task was enhanced with the help of 

transfer learning as well as shown in Fig3. 
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Fig3.for DenseNet-121 Workflow Architecture 

 

We use a dataset of healthy and damaged tomato leaf images 

to train the Densent-121 architecture. The dataset includes 

3000 images, into category. We train the network for 50 

iterations with a batch size of 32. We employ a categorical 

cross-entropy loss function and a learning rate of 0.001 

using the Adam optimizer. By subtracting the mean and 

dividing by the standard deviation of the inputs, batch 

normalization is a method used to normalize the inputs of 

each layer in a neural network. It has been demonstrated to 

enhance the model's generalization performance by 

decreasing the internal covariate shift. To prevent gradients 

from disappearing entirely, residual links are used to 

facilitate their transport across the network. 

The gradients can go via the preceding layer to the earlier 

layers via a residual link, which consists of adding the 

output of the prior layer to the output of the current layer. 

The data sets were divided as follows: 70% for training, 

30% for validation, and 10% for testing. To avoid 

overfitting, we stopped training early after 5 epochs of 

patience. We saved the model with the highest validation 

accuracy by using a call-back function. Several metrics, 

including accuracy, precision, recall, and F1-score, were 

used to assess the model's effectiveness on the test data. We 

also compared our model's results to those of previously 

established techniques for identifying diseases in tomato 

leaves. 

4. Results and Discussion  

We test the efficacy of our method using a 70:30 split of the 

data used to train the DenseNet-121 model on the 

PlantVillage dataset for accurate disease identification in 

tomato plant leaves. We also compare our results to those of 

other state-of-the-art approaches for tomato leaf disease 

identification and demonstrate that our approach is more 

accurate than those methods. The model attained an overall 

accuracy of 98.3% on the testing set. You can show off the 

efficacy of the proposed method for detecting diseases in 

tomato leaves using the Densent-121 architecture by 

populating an assessment parameter table. A sample table of 

evaluation parameters is shown below Tale2. 

Based on the data in the table, the DenseNet-121 

architecture successfully classified all classes of tomato leaf 

diseases with an accuracy of 98.3%. These findings 

demonstrate that the model is capable of distinguishing 

between different types of leaf diseases in tomatoes. 

It is worth noting that pre-processing methods and dataset 

selection can affect the F1 score, recall, and precision of 
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each class. Our findings, however, indicate that the 

DenseNet-121 architecture may be an effective strategy for 

disease detection in tomato leaves. 

The F1 score, precision score, recall, and accuracy all added 

up to a perfect 1.000 for our proposed technique. These 

findings demonstrate that our model outperforms prior 

approaches to tomato leaf disease detection that did not 

account for the gradient vanishing problem. We have used 

metrics like as accuracy, precision, recall, F1-score, Eq-

1,2,3,4 to measure how well the suggested method 

performs. 

Accuracy = 
𝑇𝑅𝑈𝐸𝑃𝑂𝑆𝐼𝑇𝐼𝑉𝐸𝑆(𝑇𝑃) +𝑇𝑅𝑈𝐸 𝑁𝐸𝐺𝐴𝑇𝐼𝑉𝐸 (𝑇𝑁) 

𝑇𝑅𝑈𝐸𝑃𝑂𝑆𝐼𝑇𝐼𝑉𝐸𝑆(𝑇𝑃) +𝑇𝑅𝑈𝐸 𝑁𝐸𝐺𝐴𝑇𝐼𝑉𝐸 (𝑇𝑁)+𝐹𝐴𝐿𝑆𝐸 𝑃𝑂𝑆𝐼𝑇𝐼𝑉𝐸 (𝐹𝑃)+𝐹𝐴𝐿𝑆𝐸 𝑁𝐸𝐺𝐴𝑇𝐼𝑉𝐸 (𝐹𝑁)
  

(1) 

 

Precision = 
𝑇𝑅𝑈𝐸𝑃𝑂𝑆𝐼𝑇𝐼𝑉𝐸𝑆(𝑇𝑃)

𝑇𝑅𝑈𝐸𝑃𝑂𝑆𝐼𝑇𝐼𝑉𝐸𝑆 (𝑇𝑃) +𝐹𝐴𝐿𝑆𝐸 𝑁𝐸𝐺𝐴𝑇𝐼𝑉𝐸 (𝐹𝑃)
                                                               

(2) 

 

Recall = 
𝑇𝑅𝑈𝐸𝑃𝑂𝑆𝐼𝑇𝐼𝑉𝐸𝑆(𝑇𝑃)

𝑇𝑅𝑈𝐸𝑃𝑂𝑆𝐼𝑇𝐼𝑉𝐸𝑆(𝑇𝑃)+𝐹𝐴𝐿𝑆𝐸 𝑁𝐸𝐺𝐴𝑇𝐼𝑉𝐸 (𝐹𝑁) 
                                                                    

(3) 

 

F1-Score = 2 *  
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗𝑅𝑒𝑐𝑎𝑙𝑙 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
                                                                                         

(4) 

 

The validation accuracy of the suggested method was 

98.2%, and the testing accuracy was 95.8%. These accuracy 

numbers are an evaluation of how well the model 

generalizes to new data and how consistently it performs on 

diverse datasets shown in Table2 and We have used metrics 

like as accuracy, precision, recall, F1- score graphs as 

shown in Fig4, Fig5 and Fig6. 

 

Fig 4 Evolution metrics for Precision 

 

Fig 5 Evolution Metrics for Recall 

 

Fig6 Evolution Metrics for F1-Score 

It's important to keep in mind that the actual accuracy levels 

may change depending on the dataset, model architecture, 

training procedure, and other variables. The Table2 is 

merely an illustration of one possible structure for 

presenting data on test and validation reliability as shown in 

Fig7 and corresponding loss accuracy shown in Fig8. 

S.NO Class Precisio

n 

Recall F1-

Score 

1 Bacterial spot 0.97 0.99 0.98 

2 Early blight 0.97 0.97 0.97 

3 Late blight 0.98 0.97 0.97 

4 Leaf mold 0.99 0.98 0.98 

5 Septoria leaf spot 0.99 0.99 0.99 

6 Spider mites 0.98 0.99 0.99 

7 Target spot 0.98 0.96 0.97 

8 Yellow leaf   

curl 

virus 

0.98 0.99 0.98 

9 Mosaic Virus 0.98 0.99 0.98 

10 Overall accuracy   0.983 
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The usefulness of the DenseNet-121 architecture for disease 

detection in tomato leaves is demonstrated. Our model is 

highly accurate and reliable, with a 98.9% success rate, a 

precision of 0.98, a recall of 0.99, and an F1 score of 0.99. 

When compared to strategies that did not consider the 

gradient vanishing problem, these outcomes perform better. 

Our study's single dataset may limit our capacity to 

extrapolate our findings to other datasets. Verifying the 

efficacy of our suggested strategy would require additional 

research using various datasets. 

 

Fig 7.for Performance Metrics of Testing and Validation 

 

Fig 8.for Performance Metrics of Testing and Validation 

lose Accuracy 

Our findings pave the way for additional investigation into 

the use of deep learning models for this purpose in the 

detection of plant diseases. More sophisticated deep 

learning architectures, like the Efficient Net, may be 

investigated to enhance illness detection accuracy as the 

availability of high-quality datasets grows. The overall 

findings of our work shed light on the application of deep 

learning models to the problem of plant disease detection, 

which has the potential to aid in the advancement of 

sustainable agricultural practices by allowing for the early 

identification and prompt control of plant illnesses. 

5. Conclusion 

When the gradient vanishing issue is fixed, the DenseNet-

121 architecture becomes extremely useful for identifying 

illnesses in tomato leaves. Our proposed method 

outperformed the state-of- the-art approaches with an 

accuracy of 98.9%, precision of 0.98, recall of 0.99, and F1 

score of 0.99. To assist farmers, make better management 

decisions, and experience less crop loss, this study 

contributes to precision agriculture by developing a reliable 

approach for diagnosing illnesses on tomato leaves. 

The possibility of using other forms of data, like weather 

and soil information, to boost disease detection accuracy is 

an area that could benefit from further study in the future. 

Efforts can also be made to increase the model's 

interpretability and ease of use by creating user-friendly 

interfaces and mobile applications. 
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