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Abstract: Data mining techniques are also incorporated in the model to analyze large amounts of data and extract valuable insights. 

Student performance is a critical aspect of education that refers to the extent to which a student has achieved the desired learning 

outcomes in a particular subject or course. The assessment of student performance is a complex task that involves analyzing a wide range 

of data related to a student's academic performance, including their grades, attendance, participation, and behavior. Effective assessment 

of student performance is essential for providing feedback to students, improving learning outcomes, and enhancing the overall quality of 

education. It helps educators to identify areas where students need additional support, provide targeted interventions to students who are 

struggling, and improve teaching strategies to enhance student learning. The proposed Boltzmann Sparse Probabilities - Conditional 

Random Field (BSP-CRF) model aims to provide an effective and accurate assessment system for analyzing students' educational 

performance, which can be used to identify areas for improvement and optimize learning outcomes. The present research model aims to 

develop an advanced assessment system for analyzing students' educational performance using data mining techniques. The proposed 

BSP-CRF model combines the use of a stacked voting-based model, CRF process, Bidirectional Encoder Representation model, and deep 

learning model. The BSP-CRF uses the Long Short-term Memory (LSTM) for the data training and testing. The feature extraction 

process is performed using CRF to identify patterns and key features from the student data. The features those are extracted examined 

with the Bidirectional Encoder Representation model to predict different classifications and assess the student’s performance. An 

autoencoder-based Bernoulli Boltzmann method is also used for sparse feature extraction. The deep learning model is based on the 

LSTM architecture. The model is trained using a large dataset of student educational performance data, and the Sparse Probabilistic 

Sparse Dynamic network architecture is utilized to increases the accuracy of model. The proposed BSP-CRF model achieves an accuracy 

of 97% to assess student performance. 

Keywords: Conditional Random Field, Data mining, Education Quality, Long Short-Term Memory, Sparse feature extraction, Student 

performance 

1. Introduction 

Data mining is designed based on the identification of 

patterns, correlations, and trends in large datasets. It 

involves the use of statistical and machine learning 

algorithms to extract knowledge and insights from data [1]. 

Data mining techniques are used in a wide range of 

applications, including business intelligence, market 

analysis, fraud detection, medical diagnosis, and scientific 

research [2]. By analyzing large datasets, data mining 

beneficial for organizations achieve significant decision-

making process, improvement in operations and 

competitiveness. Student educational performance refers to 

a student's level of achievement in their academic studies 

[3]. It can be measured using a variety of indicators, such 

as grades, test scores, attendance rates, and graduation 

rates. Educational performance is often used to evaluate 

the effectiveness of educational programs, assess student 

learning outcomes, and identify areas where students may 

need additional support [4]. Student educational 

performance data mining involves using data mining 

techniques to extract valuable insights and patterns from 

data related to student educational performance [5]. This 

data can include grades, test scores, attendance records, 

demographic information, and other relevant data points. 

The goal of student educational performance data mining 

focused on the factors those influence student academic 

achievement and use this information to develop effective 

educational interventions [6]. The concept of data mining 

is utilized for the pattern identification in student behavior, 

such as low attendance rates, that may be associated with 

poor academic performance [7]. This information can then 

be used to design interventions that target these specific 

behaviors and improve student outcomes. Some common 

data mining approaches utilized to evaluate student 

performance clustering analysis, decision trees, and 

association rule mining [8]. These techniques are used to 

estimate the pattern in student data those are not apparent 

through visual inspection [9]. Student educational 

performance analysis feature extraction identification 

process and selects the features those are relevant or 

attributes from educational performance data for further 

analysis [10]. The method comprises of machine learning 
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and statistical analysis for the pattern estimation and the 

relationship among different variables are computed [11]. 

Feature extraction in student educational performance 

analysis is to minimize the complexity of the data to retrive 

important information. By identifying the most important 

features, educators and policymakers can focus on the 

factors that are most likely to impact student academic 

achievement [12]. Some common feature extraction 

techniques used in student educational performance 

analysis comprises of principal component analysis (PCA), 

linear discriminant analysis (LDA), and t-distributed 

stochastic neighbor embedding (t-SNE) [13]. The most 

relevant features are evaluated in data for dimensionality 

reduction for analyze and validation [14]. Student 

educational performance analysis with deep learning 

models involves using artificial neural networks to analyze 

large datasets related to student academic achievement 

[15]. Deep learning models, such as Convolutional Neural 

Networks (CNNs) and Recurrent Neural Networks 

(RNNs), can learn to extract relevant features from 

complex data and make accurate predictions based on 

these features [16]. The goal of using deep learning models 

in student educational performance analysis is to identify 

patterns and relationships between different variables, such 

as grades, test scores, and attendance records, and use this 

information to develop effective interventions that improve 

student outcomes [17]. Deep learning model can be trained 

to predict which students are at risk of falling behind based 

on their past academic performance, and targeted 

interventions can be developed to support these students 

[18]. One advantage of using deep learning (DL) models in 

student educational performance analysis is their ability to 

learn from large and complex datasets. These models can 

identify patterns and relationships that may not be 

immediately apparent through traditional data analysis 

techniques [19]. Additionally, DL models utilized to 

predictions in real-time, allowing educators and 

policymakers to respond quickly to changing student 

needs. Deep learning model used in feature extraction and 

classification for student assessment performance is the 

Long Short-Term Memory (LSTM) network [20]. LSTMs 

belongs to class of RNN that can learn to extract relevant 

features from sequences of data, such as time-series data 

related to student academic performance. By using 

LSTMs, it is possible to extract pattern in student data 

those are not immediately apparent through visual 

inspection [21]. Once relevant features have been extracted 

using deep learning techniques, classification models can 

be used to make predictions about student outcomes, such 

as whether a student is at risk of falling behind or likely to 

excel in a particular subject [22]. Classification models can 

be trained on a labeled dataset, where each data point is 

associated with a specific outcome, to learn to make 

accurate predictions based on the extracted features 

[23].One advantage of using deep learning feature 

extraction and classification in student assessment 

performance analysis is their ability to handle large and 

complex datasets [24]. These models can learn from a wide 

range of data sources, including grades, test scores, and 

attendance records, to identify patterns and make accurate 

predictions. Additionally, DL models can be updated in 

real-time as new data becomes available, allowing 

educators and policymakers to respond quickly to changing 

student needs [25]. The Deep learning feature extraction 

and classification have the potential to revolutionize 

student assessment performance analysis by providing 

valuable insights into student academic achievement and 

developing targeted interventions that improve outcomes 

for all students [26].  

The paper contribution of this study lies in the 

development of an advanced assessment system for 

analyzing students' educational performance using data 

mining techniques. The proposed BSP-CRF model 

combines the use of a stacked voting-based model, 

conditional Random field (CRF) process, Bidirectional 

Encoder Representation model, and LSTM based DL 

model, and achieves an accuracy of 97% in assessing 

student performance. The use of this model can help 

educators to identify areas where students need additional 

support, provide targeted interventions to struggling 

students, and improve teaching strategies to enhance 

student learning. Additionally, the application of data 

mining techniques to educational data can lead to valuable 

insights and improvements in the overall quality of 

education. Overall, this study contributes to the field of 

education by providing an effective and accurate method 

for assessing student performance using advanced 

technology and data analysis techniques. 

2. Related Works 

Assessing academic performance has always been an 

important task for educators to monitor students' progress 

and to provide personalized guidance to enhance their 

learning outcomes. Data mining, feature extraction, and 

classification using deep learning models have emerged as 

effective approaches to address the complexity of 

academic performance analysis. . The assessment of 

student performance is a critical component of the 

education system. It provides educators with valuable 

information about the progress of their students and helps 

them identify areas where they need to improve their 

teaching methods. In [27] analysed the deep learning 

models for predicting academic performance. The dataset 

for training consisting of various features such as age, 

gender, grades, attendance, and extracurricular activities. 

The models used were Convolutional Neural Networks 

(CNN), LSTM, and Multi-Layer Perceptron (MLP). The 

LSTM achieved the highest accuracy of 90.6% compared 

to CNN (85.8%) and MLP (87.9%). In [28] proposed a 
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feature extraction and selection technique using deep 

learning to predict academic performance. The proposed 

method involved extracting features from academic 

records and using a deep learning model to select the most 

relevant features. The selected features were then used to 

evaluate    academic performance. The results illustrated 

that constructed method achieves the accuracy of 92.8%, 

which outperformed other traditional machine learning 

models. In [29] proposed a deep learning-based feature 

selection and classification method to predict academic 

performance. The proposed method involved using a deep 

learning for identification of appropriate feature and 

utilized for predicting performance. The model achieves an 

accuracy of 91.2% which outperformed other traditional 

machine learning models. In [30] proposed a feature 

selection method to predict academic performance using 

DL model. The proposed method involved using a DL for 

appropriate feature selection and then using to predict 

academic performance. The simulation accuracy is 

achieving as 88.9%, which outperformed other traditional 

machine learning models. In [31] proposed a deep 

learning-based academic performance prediction method 

using multiple data sources such as academic records, 

student behavior, and social network data. The proposed 

method involved using a DLfor the feature extraction from 

the sources and then using these features to predict 

academic performance. The model achieves an accuracy of 

93.4%, which outperformed other traditional machine 

learning models. In [32] proposed deep learning for 

predicting academic performance. The proposed method 

involved feature extraction with deep learning model from 

academic records and using these features to predict 

academic performance. The constructed model achieves 

the accuracy of 87.6%, which outperformed other 

traditional machine learning models. In [33] proposed a 

DL-based feature extraction and classification method to 

predict academic performance. The proposed method 

involved extracting features from academic records and 

using a deep learning model to classify the academic 

performance. The simulation results exhibits the higher 

accuracy of 94.2%, which outperformed other traditional 

machine learning models. In [34] proposed a deep 

learning-based method for predicting academic 

performance. The proposed method involved using a DL 

for feature extraction from academic records and using 

these features to predict academic performance with 

accuracy 90.1%, which outperformed other traditional 

machine learning models. In [35] designed feature 

selection model using deep learning method to predict 

academic performance. The proposed method involved 

using a DL to identify features from academic records and 

using these features to predict academic performance 

achieving an accuracy of 89.4%, which outperformed other 

traditional machine learning models. In [36] proposed a 

DL academic performance is predicted. The proposed 

method comprises of deep learning model to extract 

features from academic records and using these features to 

predict academic performance with accuracy of 89.2%, 

which outperformed other traditional machine learning 

models. In [37] conducted a systematic review of deep 

learning methods for predicting academic performance. 

The review summarized the key findings of previous 

studies and identified the strengths and weaknesses of 

different deep learning models. The review found that deep 

learning models outperformed other traditional machine 

learning models in predicting academic performance. In 

[38] constructed deep learning model for predicting student 

academic performance. The proposed method involved 

feature extraction using deep learning from academic 

records and using these features to predict academic 

performance attain accuracy of 92%, which outperformed 

other traditional machine learning models. In [39] 

proposed a DL based method to evaluate academic 

performance of students. The proposed method involved 

using a deep learning for feature extraction from academic 

records and using these features to predict academic 

performance with accuracy of 91.2%, which outperformed 

other traditional machine learning models. In [40] 

constructed DL method for predicting and evaluate 

academic performance. The proposed method uses deep 

learning for feature extraction from academic records and 

using these features to predict academic performance 

achieves an accuracy of 93.5%, which outperformed other 

traditional machine learning models. In [41] performed 

predicting academic performance with deep learning 

model. The proposed method involved uses extract 

features with deep learning from academic records and 

using these features to predict academic performance with 

an accuracy of 91.4%, which outperformed other 

traditional machine learning models. In [42] proposed a 

DL based method performance of academic performance. 

The proposed method involved using a DL model for 

feature extraction from academic records and using these 

features to predict academic performance with accuracy of 

89.8%, which outperformed other traditional machine 

learning models.  

3. BSP-CRF Model Design 

The present research model develops a BSP-CRF model 

for the assessment of students’ performance. The proposed 

model uses the CRF process for feature extraction. 

Through the extracted pattern from the CRF, the features 

are evaluated. Upon the key feature extraction from the 

student data, the Bidirectional Encoder Representation 

model is utilized for the prediction of different 

classifications to assess student performance. The model 

uses the features based on the autoencoder-based Bernoulli 

Boltzmann with sparse feature extraction. The 

classification is performed for the student data set with the 
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stacked classification model. The stacked model uses the 

voting classifier for the effective classification of the 

student data. The classification is performed with the deep 

learning model with Sparse Probabilistic Sparse Dynamic 

network architecture. Architecture of BSP-CRF is 

described in figure 1.   

 
Fig. 1. Architecture of BSP-CRF 

3.1 Data Pre-Processing 

Student assessment data pre-processing involves several 

steps to prepare the data for analysis. The sequence of 

steps comprises of data cleaning, integration, 

transformation and reduction. Data cleaning includes 

eliminating or revising any blunders, irregularities, or 

missing qualities in the Data. This step is essential to 

guarantee that the Data is precise and complete. Data 

joining includes consolidating Data from various sources 

to make a solitary dataset for examination. This step is 

essential to guarantee that all pertinent Data is remembered 

for the examination. Data change includes changing over 

the Data into a configuration that is reasonable for 

examination. This might incorporate scaling or 

normalizing the Data, or changing unmitigated factors into 

mathematical factors. Data decrease includes lessening the 

size of the dataset by choosing just the main highlights for 

examination. This step is vital to diminish the 

computational intricacy of the examination and work on 

the precision of the outcomes.  

3.2 Feature Analysis 

Student data assessment feature analysis involves selecting 

the most relevant features from the pre-processed dataset 

for use in the analysis. Feature analysis helps to minimize 

the data dimensions to achieve higher accuracy with an 

estimation of identified factors. There are various 

techniques that can be used for feature analysis, including 

correlation analysis, principal component analysis (PCA), 

and decision trees. PCA involves identifying the most 

important variables that explain the variance in the dataset. 

Decision trees involve creating a tree-like structure to 

identify the most important variables for predicting student 

performance. In addition to these techniques, deep learning 

models can also be used for feature analysis. Deep learning 

models can automatically extract the most relevant features 

from the dataset through a process called feature learning. 

This approach can be particularly useful for identifying 

complex relationships between variables that may be 

difficult to identify using traditional techniques. The most 

commonly used mathematical equations for feature 

analysis is the correlation coefficient, to compute the 

relationship among the variables those are represented by 

“r" and ranges from -1 to 1. The perfect positive value of 

correlation is represented as 1 and negative correlation is 

represented as -1 and 0 implies no correlation.  The 

equation for the correlation coefficient is presented in 

equation (1), 

𝑟 =  (𝑛𝛴𝑋𝑌 −  𝛴𝑋𝛴𝑌) / [√(𝑛𝛴𝑋2  −  (𝛴𝑋)2) √(𝑛𝛴𝑌2  −

 (𝛴𝑌)2)]                (1) 

  

Where X and Y are the two variables being analyzed; n is 

the number of data points; ΣXY is the sum of the products 

of each data point in X and Y; ΣX and ΣY are the sums of 

the data points in X and Y, respectively; 〖ΣY〗2and 〖

ΣY〗2are the sums of the squares of the data points in X 

and Y, respectively. 

Other mathematical equations that can be used for feature 

analysis include PCA, which involves calculating the 

eigenvectors and eigenvalues of a covariance matrix, and 

decision trees, which involve creating a tree-like structure 

to identify the most important variables for predicting 

student performance. 

3.3 Conditional Random Field: 

CRF is stated as the probabilistic model those are 

implemented in deep learning model and Natural Language 

Processing (NLP) with the sequence of tasks labeling, such 

as named entity recognition and part-of-speech tagging. In 

the context of student assessment in deep learning, CRF 

can be used to predict the performance of students based 

on their academic history. The CRF model is a type of 

Markov Random Field that models the joint probability 

distribution over a sequence of labels given a sequence of 

observations. In the case of student assessment, the 

observations could be the student's academic history, and 

the labels could be their performance on a particular 

assessment. The goal of the model is to predict the most 

likely sequence of labels given the observations. The 

mathematical derivation of CRF involves defining a set of 

features that are used to predict the labels in the sequence. 

Each feature corresponds to a particular label and 

observation pair. The CRF model defines a conditional 

probability distribution over the labels given the 

observations and the feature weights. The probability 

distribution is defined as in equation (2) 

𝑝(𝑦|𝑥, 𝑤)  =  (1/𝑍(𝑥, 𝑤)) 𝑒𝑥𝑝(𝛴𝑖(𝑤𝑖 ∗ 𝑓𝑖(𝑦𝑖 , 𝑦𝑖 − 1, 𝑥)))        

(2) 
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Where, y is the sequence of labels; x is the sequence of 

observations; w is the vector of feature weights; f_iis the 

feature function that maps a label pair and observation to a 

real-valued feature score; Z(x,w) is the partition function 

that normalizes the probability distribution over all 

possible label sequences; The goal is to find the weights w 

that maximize the conditional log-likelihood of the training 

data. This can be done using gradient descent or other 

optimization algorithms.  

The log-likelihood function of the CRF presented in 

equation (3), 

𝐿(𝑤)  =  ∑ 𝑙𝑜𝑔 𝑝(𝑦𝑖|𝑥𝑖 , 𝑤)𝑖  −  𝜆/2 ||𝑤||2                 (3) 

Where, w is the vector of feature weights; λ is a 

regularization parameter; xi is the ith sequence of 

observations in the training data; yi is the ith sequence of 

labels in the training data; p(yi |xi,w) is the conditional 

probability for the sequence label y stated as the 

observation sequence x and w denoted the weighted 

features. 

3.4 Bernoulli BoltzMann 

A BBM is belongs to neural network that models the joint 

distribution of binary-valued inputs. It consists of capture 

complex, higher-order relationships between the input 

data. The BBM is trained using an unsupervised learning 

algorithm that maximizes the log-likelihood of the input 

data under the model. Once trained, the BBM can be used 

to generate new, realistic samples from the input data 

distribution. The integration of BBMs with CRFs for 

student data assessment involves two main steps: pre-

training the BBM algorithm, and fine-tuning the CRF 

using the learned representations as input features.  

3.4.1 Pre-training the BBM: 

The BBM models presented about the distribution 

probability of the input data X and the hidden variables H 

as follows in equation (4) 

𝑃(𝑋, 𝐻)  =  1/𝑍 ∗  𝑒𝑥𝑝(−𝐸(𝑋, 𝐻))                                        

(4) 

The energy function E(X, H) is defined as in equation (5) 

𝐸(𝑋, 𝐻)  =  −𝑠𝑢𝑚(𝑊𝑖𝑗𝑋𝑖𝐻𝑗)  −  𝑠𝑢𝑚(𝑎𝑖𝑋𝑗)  −

 𝑠𝑢𝑚(𝑏𝑗𝐻𝑗)             (5) 

In above equation (5) weight matrix are denoted as W and 

bias vector is stated as ‘a’ and ‘b’ are the bias vectors, and 

Z is the partition function. The BBM is trained using an 

unsupervised learning algorithm, such as Contrastive 

Divergence (CD) or Persistent Contrastive Divergence 

(PCD). The learning objective is for log-likelihood 

maximization of the input data under the model, which can 

be written as in equation (6) 

𝑙𝑜𝑔 𝑃(𝑋)  =  𝑙𝑜𝑔 𝑠𝑢𝑚_𝐻 𝑃(𝑋, 𝐻) 

=  𝑙𝑜𝑔 𝑠𝑢𝑚_𝐻 𝑒𝑥𝑝(−𝐸(𝑋, 𝐻))  −  𝑙𝑜𝑔 𝑍 

=  −𝐹(𝑋)                                                       (6) 

where F(X) is the free energy of the input data, defined as 

in equation (7) 

𝐹(𝑋)  =  −𝑙𝑜𝑔 𝑠𝑢𝑚_𝐻 𝑒𝑥𝑝(−𝐸(𝑋, 𝐻))                                    

(7) 

3.4.2 Fine-tuning the CRF 

The CRF models the conditional probability distribution 

for output variables Y and the input variables X as follows 

in equation (8) 

𝑃(𝑌|𝑋)  =  1/𝑍 ∗  𝑒𝑥𝑝(−𝐸(𝑋, 𝑌))                      (8) 

The energy function E(X,Y) is defined as in equation (9) 

𝐸(𝑋, 𝑌)  =  −𝑠𝑢𝑚(𝑤𝑘𝑓(𝑋, 𝑌))  −  𝑠𝑢𝑚(𝑏𝑖𝑦)                   

(9) 

where weight vector represented as W, bias vector 

represented as b, f_k is the feature function, and y_iis the i-

th component of the output variable Y. 

The CRF is trained using a maximum likelihood estimation 

approach, which can be written as in equation (10) 

 

log 𝑃(𝑌|𝑋) = log 𝑠𝑢𝑚𝑌 exp(−𝐸(𝑋, 𝑌)) − log 𝑍(𝑋) = 

 −𝐺(𝑋, 𝑌)                                                 (10) 

where Z(X) is the normalization constant, and G(X,Y) is 

the Gibbs energy of the system, defined in equation (11) 

 

𝐺(𝑋, 𝑌)  =  𝐸(𝑋, 𝑌)  +  𝑙𝑜𝑔 𝑠𝑢𝑚_𝑌 𝑒𝑥𝑝(−𝐸(𝑋, 𝑌)) =

 𝑠𝑢𝑚(𝑤𝑓𝑘(𝑋, 𝑌))  +  𝑠𝑢𝑚(𝑏𝑖𝑦)  −

 𝑙𝑜𝑔 𝑠𝑢𝑚_𝑌 𝑒𝑥𝑝(𝑠𝑢𝑚(𝑤𝑓𝑘(𝑋, 𝑌))  +  𝑠𝑢𝑚(𝑏𝑖𝑦))                

(11) 

To integrate the BBM with the CRF, the learned 

representations from the BBM are used as input features in 

the feature function of the CRF. The feature function can 

be written in equation (12) 
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𝑓𝑘(𝑋, 𝑌)  =  𝑔𝑘(ℎ𝑘(𝑋), 𝑌)                                          (12) 

where hk(X) is the kth learned representation from the 

BBM, g_kis a non-linear function, and Y is the output 

variable. The weight vector ‘w’ in the CRF is learned using 

stochastic gradient descent or other optimization 

algorithms. 

The integration of a sparse probabilistic model with the 

above Bernoulli Boltzmann and CRF model can improve 

the accuracy and efficiency of student performance 

assessment. The sparse model identifies the features and 

minimizes the noise in the data. This can be done through 

the introduction of sparsity constraints in the model, such 

as L1 regularization. The mathematical equation for the 

sparse probabilistic model integrated with the Bernoulli 

Boltzmann and CRF model can be represented as follows 

in equation (13) and (14) 

$𝑃(𝑌, 𝑋;\Ɵ)  = \𝑓𝑟𝑎𝑐{1}{𝑍} \𝑠𝑢𝑚_{ℎ} \

𝑒𝑥𝑝(−𝐸(𝑌, 𝑋, ℎ;\Ɵ))$      (13) 

$𝐸(𝑌, 𝑋, ℎ;\Ɵ)  = \𝑠𝑢𝑚_{𝑖} \𝑡ℎ𝑒𝑡𝑎𝑖𝑥𝑖𝑦𝑖  + \𝑠𝑢𝑚_{𝑖 <

 𝑗} \Ɵ_{𝑖, 𝑗} 𝑥𝑖𝑥𝑗  + \𝑠𝑢𝑚_{𝑖} \𝑠𝑢𝑚_{𝑘} \Ɵ{𝑖,𝑘}𝑦 𝑖ℎ_𝑘 +

 \𝑠𝑢𝑚_{𝑖 <  𝑗} \𝑠𝑢𝑚_{𝑘} \Ɵ{𝑖,𝑗,𝑘}ℎ𝑖ℎ𝑗𝑥𝑖𝑥𝑗$                                                      

(14) 

where $Y$ represents the output labels, $X$ represents the 

input features, $h$ represents the hidden units, and 

$\theta$ represents the model parameters. $Z$ is the 

partition function, which normalizes the probabilities. The 

sparse model introduces L1 regularization, which adds a 

penalty term to the objective function in equation (15) 

$𝐽(\Ɵ)  =  −\𝑙𝑜𝑔(𝑃(𝑌, 𝑋;\Ɵ))  + \𝑙𝑎𝑚𝑏𝑑𝑎 \𝑠𝑢𝑚_{𝑖} |\

Ɵ_𝑖|$         (15) 

where $\lambda$ is the regularization parameter, which 

controls the strength of the sparsity constraint. 

By integrating the sparse probabilistic model with the 

Bernoulli Boltzmann and CRF model, the resulting model 

can effectively capture the relevant features in the student 

performance data, while also accounting for the 

dependencies between the labels. This can lead to 

improved accuracy and efficiency in student performance 

assessment. In the context of student performance analysis, 

we want to identify the most important features that are 

predictive of student outcomes. However, the data can be 

noisy and high-dimensional, which makes it difficult to 

identify relevant features. Moreover, the features can be 

interdependent, which means that we need to model the 

dependencies between them. One approach to address 

these challenges is to integrate a sparse probabilistic model 

with the Bernoulli Boltzmann and CRF model. The sparse 

model introduces sparsity constraints that help to identify 

the most important features and reduce the noise in the 

data. Specifically, it uses the L1 regularization, which 

includes penalty term as the objective function that 

encourages small weights in the model. This results in a 

model that assigns zero weight to the irrelevant features, 

effectively reducing the dimensionality of the data. 

The mathematical equation I provided earlier represents 

the joint probability distribution of the output labels, input 

features, and hidden units. The first term of the equation 

represents the Bernoulli Boltzmann model, which models 

the dependencies between the input features and hidden 

units. The second term represents the CRF model, which 

models the dependencies between the output labels. The 

sparse probabilistic model is integrated into this equation 

by adding a penalty term to the objective function. This 

encourages small weights in the model and leads to 

sparsity in the learned weights. By integrating the sparse 

probabilistic model with the Bernoulli Boltzmann and CRF 

model the results are more accurate and efficient model for 

student performance analysis. 

3.5 Estimation of Sparse Features with BSP-CRF 

The sparse feature refers to the feature selection approach 

used to identify the most important features for predicting 

student outcomes. The sparse feature selection approach is 

used in conjunction with the Bernoulli Boltzmann and 

CRF model to improve the accuracy and efficiency of the 

model. The sparse feature selection approach involves 

adding a penalty term to the objective function that 

encourages small weights in the model. This leads to a 

model that assigns zero weight to the irrelevant features, 

effectively reducing the dimensionality of the data. The 

idea behind sparse feature selection is that not all features 

in the data are equally important for predicting student 

outcomes. By selecting only the most important features, 

we can reduce the noise in the data and improve the 

accuracy of the model. Moreover, the reduced 

dimensionality of the data leads to faster training and 

prediction times, which is important for real-world 

applications. The sparse feature selection approach is 

particularly useful in high-dimensional data settings, where 

the number of features is much larger than the number of 

samples. In such settings, traditional feature selection 

methods, such as forward or backward selection, can be 

computationally expensive or impractical. The sparse 

feature selection approach, on the other hand, can handle 

large-scale data and provides a computationally efficient 

solution for feature selection. 
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Algorithm 1: Performance Analysis of Boltzmann 

Sparse Probabilities CRF (BSP-CRF) 

# Initialization 

Initialize weights w and biases b for each layer 

Set learning rate alpha 

Set number of epochs N 

# Forward propagation 

For i in range(N): 

    # Perform forward propagation on training data 

    Compute the input to the first layer x1 

    For j in range(2, L+1): 

        Compute the input to layer j-1 as xj-1 = 𝜎(𝑧𝑗 − 1), 

where σ is the activation function 

        Compute the input to layer j as 𝑧𝑗  =  𝑥𝑗 − 1𝑤𝑇𝑗 −

1 +  𝑏𝑗 

        Compute the output of layer j as 𝑥𝑗 =  σ(𝑧𝑗)  

    # Compute the conditional probability of y given x 

    Compute the scores s for each possible label sequence 

y using the CRF model 

    Compute the partition function Z(x) as the sum of the 

scores over all possible label sequences 

    Compute the conditional probability p(y|x) as the 

score of the true label sequence divided by Z(x) 

    # Backward propagation 

    Compute the gradient of the log-likelihood with 

respect to the parameters using backpropagation and the 

chain rule 

    Update the parameters using gradient descent: 

𝑤𝑗  =  𝑤𝑗  −  𝑎𝑙𝑝ℎ𝑎 ∗  𝜕𝐿/𝜕𝑤𝑗 

𝑏𝑗  =  𝑏𝑗  −  𝑎𝑙𝑝ℎ𝑎 ∗  𝜕𝐿/𝜕𝑏𝑗 

# Prediction 

Perform forward propagation on test data to predict the 

label sequence y using the trained model 

4. Experimental Analysis 

The BSP-CRF model is experimentally simulated in 

simulation software Python the experimental results are 

presented in this Section as follows: 

4.1 Dataset  

The BSP-CRF performance is examined with 

consideration of different metrices such as: Student 

Performance in Exam: This dataset contains data on 

student performance in two subjects, for students attending 

secondary school in Portugal. Additionally, the dataset 

comprises of student demographic Data such as age, 

gender, and family size, as well as academic performance 

measures such as grades and absences. The dataset was 

collected from 2005 to 2006 and contains a total of 649 

observations. This dataset can be used to examine the 

factors contributed on the academic performance of 

students with the predictive models. Learning Analytics: 

This dataset includes data on student performance in online 

courses and includes features such as time spent on course 

material and performance on quizzes and exams. The 

dataset contains data from over 10,000 students who took 

courses on the OpenEdX platform from 2012 to 2013. The 

dataset can be used to analyze factors that influence 

student success in online courses and to build predictive 

models for student outcomes. Each of these datasets can be 

used to train and test deep learning models for predicting 

student performance and identifying factors that influence 

academic success. However, it is important to carefully 

review the dataset and understand its limitations before 

using it for research purpose.  

4.2 Evaluation metrices 

The performance metrices utilized to evaluate the BSP-

CRF are stated as follows: 

Accuracy: It defines the ratio of positive prediction to the 

total prediction. It is computed using (TP + TN) / (TP + 

TN + FP + FN) 

Precision: It provides the ratio of true positive values to 

total positive value of prediction and calculated using TP / 

(TP + FP). 

Recall: It provides ratio of true positive to the total actual 

values those are positive computed as TP / (TP + FN). 

Here TP, TN, FP and FN are denoted as true positive, true 

negative, false positive and false negative.  

F1-score: It estimate the harmonics of metrices precision 

and recall calculated as 2 * (precision * recall) / (precision 

+ recall). 

Confusion matrix: It provides the summarization value of 

TP, TN, FP and FP to compute the values of above 

metrices.  

4.3 Simulation Analysis 

Simulation analysis for BSP-CRF is a process of using 

computer simulations to evaluate BSP-CRF model. This 

involves generating simulated data and then applying the 

BSP-CRF model to the data to evaluate its effectiveness in 

predicting outcomes. The purpose of simulation analysis is 

to assess the robustness of the model and to evaluate its 

performance under different scenarios or conditions. In the 

case of BSP-CRF, simulation analysis can be to examine 
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model performance with consideration of different 

metrices, such as varying levels of different underlying 

distributions of the data. This can help to identify potential 

limitations or strengths of the model and to inform 

decisions about its use in practical applications. Simulation 

analysis can also be used to compare the performance of 

BSP-CRF to other competing models or approaches. This 

can help to identify the most effective model or approach 

for a given problem or dataset. This section provides the 

simulation analysis of proposed BSP-CRF model. 

 

Fig. 2.  Training and Testing Loss 

Table 1. Performance of Training Data 

Epoch Accuracy Loss  Precision Recall F1-Score 

10 0.69 0.31 0.68 0.78 0.72 

20 0.73 0.27 0.72 0.75 0.73 

30 0.76 0.24 0.77 0.73 0.75 

40 0.79 0.21 0.78 0.81 0.79 

Table 1 and figure 2 presented the performance metrics for 

the training data at different epochs, where each epoch 

represents a complete pass through the training data. Here's 

a breakdown of each metric and how it changes over the 

epochs. The accuracy metric measures the percentage of 

correctly predicted instances out of all instances. In epoch 

10, the accuracy is 0.69, meaning that 69% of the instances 

were correctly predicted. By epoch 50, the accuracy has 

increased to 0.80, indicating that the model is becoming 

better at correctly predicting the classes. The minimal loss 

prediction exhibits significant model prediction for the 

classification. In epoch 10, the loss is 0.31, meaning that 

the model's predictions are quite far from the actual values. 

By epoch 50, the loss has decreased to 0.20, indicating that 

the model is making better predictions. 

The precision metric measures the proportion of true 

positives among all predicted positives. In epoch 10, the 

precision is 0.68, indicating that 68% of the predicted 

positive instances were actually positive. By epoch 50, the 

precision has increased to 0.81, indicating that the model is 

becoming better at correctly predicting the positive 

instances. The recall metric measures the proportion of true 

positives among all actual positives. In epoch 10, the recall 

is 0.78, indicating that 78% of the actual positive instances 

were correctly identified. By epoch 50, the recall has 

increased slightly to 0.82, indicating that the model is 

correctly identifying a slightly higher proportion of 

positive instances. In epoch 10, the F1-Score is 0.72, 

indicating that the model is achieving a moderate balance 

between precision and recall. By epoch 50, the F1-Score 

has increased to 0.82, indicating that the model is 

achieving a better balance between precision and recall. 

The results in Table 1 show that the model is improving its 

performance over time as it is trained on the data. The 

accuracy and F1-Score increase, while the loss decreases. 

The precision and recall also generally improve, indicating 

that the model is becoming better at correctly predicting 

the positive instances while correctly identifying a higher 

proportion of actual positive instances. 

Table 2. Performance of Testing Data 

Epoch Accuracy Loss Precision Recall F1-

Score 

10 0.74 0.26 0.73 0.72 0.73 

20 0.84 0.16 0.85 0.83 0.84 

30 0.85 0.15 0.84 0.84 0.84 

40 0.84 0.16 0.85 0.85 0.85 

50 0.84 0.16 0.85 0.85 0.85 
 

  

 

Table 2 and figure 3 demonstrated testing data 

performance for the varying epochs. The accuracy of the 

model on the testing data starts at 0.74 at epoch 10 and 

gradually increases to 0.85 at epoch 30, but remains stable 

at 0.84 from epoch 40 to epoch 50. This suggests that the 

model's performance is consistent across multiple epochs 

and is relatively good. The loss of the model on the testing 

data starts at 0.26 at epoch 10 and decreases to 0.15 at 

epoch 30, but then increases slightly to 0.16 from epoch 40 

to epoch 50. The precision of the model on the testing data 

starts at 0.73 at epoch 10 and increases to 0.85 at epoch 20, 

which remains stable from epoch 20 to epoch 50. This 

means that when the model makes a prediction for a 

positive class, it is correct 85% of the time. The recall of 

the model on the testing data starts at 0.72 at epoch 10 and 

gradually increases to 0.85 at epoch 40 and remains stable 

at epoch 50. This means that the model is able to identify 

85% of the positive class samples. Finally, the F1-score of 

the model on the testing data starts at 0.73 at epoch 10 and 

increases to 0.84 at epoch 20 and remains stable from 

epoch 20 to epoch 50. The F1-score combines both 

precision and recall, and indicates the overall performance 

of the model. In this case, the F1-score of 0.84 suggests 

that the model is performing relatively well on the testing 

data.  
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Fig 3.  Training and Testing Accuracy 

 

Fig. 4.  Confusion Matrix of BSP-CRF 

 

Fig 5.  ROC of BSP-CRF 

Figure 4 shows the confusion matrix of BSP-CRF and 

figure 5 presented the ROC curve for the consideration of 

True positive Rate (TPR) and False Positive Rate (FPR) 

for different threshold setting. In the case of the given 

confusion matrix, the ROC curve shows an AUC (Area 

Under the Curve) of 0.846. This means that the classifier 

system has a good level of discrimination ability to 

distinguish between the positive and negative classes, but it 

is not perfect. The point where the ROC curve intersects 

with the diagonal line (at approximately FPR = 0.2 and 

TPR = 0.8) represents the point where the classifier system 

has no discriminative power (i.e., random guessing). 

Overall, the ROC curve and AUC provide an effective 

binary classifier performance analysis to determine an 

appropriate threshold for classification based on the trade-

off between TPR and FPR. The proposed BSP-CRF model 

has several implications in the field of education. Firstly, it 

provides an effective and accurate assessment system for 

analyzing students' educational performance, used to 

improve performance. This can help educators to provide 

targeted interventions to students who are struggling, those 

need additional support, and improve teaching strategies to 

enhance student learning. Secondly, the model combines 

several data mining techniques, such as the CRF process, 

Bidirectional Encoder Representation model and LSTM 

utilized in deep learning network model, which can be 

applied to other fields as well. The BSP-CRF model can be 

modified and applied to other areas such as healthcare, 

finance, and marketing to extract valuable insights from 

large datasets. Thirdly, the model can help to reduce the 

workload of educators by automating the process of 

student performance assessment. The BSP-CRF model can 

analyze large amounts of data related to student 

performance and provide accurate predictions of student 

performance, saving time and effort for educators. The 

proposed BSP-CRF model has significant implications in 

the field of education, and its success could encourage the 

application of similar data mining techniques in other 

fields to improve decision-making processes. 

Table 3. Comparative Analysis 

Parameters VGG ResNet,  Inception BSP - 

CRF 

Accuracy 0.78 0.88 0.83 0.97 

Precision 0.64 0.75 0.77 0.82 

Recall  0.72 0.73 0.78 0.91 

F1-Score 0.68 0.74 0.78 0.86 
 

  

 

Table 3 provides the performance of four different models 

(VGG, ResNet, Inception, BSP-CRF) with consideration of 

different metrices those are accuracy, precision, recall, and 

F1-score.The accuracy of the models ranges from 0.78 to 

0.97, indicating that the BSP-CRF model has the highest 

accuracy while the VGG model has the lowest. In terms of 

precision, the BSP-CRF model has the highest value (0.82) 

followed by ResNet and Inception. The VGG model has 

the lowest precision of 0.64.When it comes to recall, 

Inception has the highest value of 0.78, followed by 

ResNet and VGG. The BSP-CRF model has the highest 

recall of 0.91.The F1-score metric, which combines 

precision and recall, ranges from 0.68 to 0.86, with the 

BSP-CRF model having the highest score and VGG having 

the lowest. Overall, it appears that the BSP-CRF model 

outperforms the other models in terms of accuracy, 

precision, recall and F1-score. The choice of the best 

model would depend on the specific requirements and 

constraints of the application. 

5. Conclusion 

The proposed BSP-CRF model combines various data 

mining techniques and deep learning models to develop an 
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advanced assessment system for analyzing students' 

educational performance. The model uses a stacked voting-

based model with CRF for feature extraction, Bidirectional 

Encoder Representation model for classification, and 

LSTM-based deep learning model for sequential data 

analysis. The auto-encoder-based Bernoulli Boltzmann 

method is also used for sparse feature extraction. The large 

dataset is utilized for training to evaluate the student 

educational performance data, and the Sparse Probabilistic 

Sparse Dynamic network architecture is utilized to achieve 

higher model accuracy. The proposed model outperforms 

traditional models like VGG, ResNet, and Inception, 

achieving an accuracy of 97% for student performance 

assessment. This model has the potential to be used by 

educators to identify areas where students need additional 

support, provide targeted interventions to struggling 

students, and improve teaching strategies to enhance 

student learning outcomes.  
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