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Abstract: Stocks are one of the attractive investment instruments for companies and individuals to raise their finances. However, there 

are volatility of stocks made risk  for the investor. Statistical tools offer a approach to predict the stocks price to minimize the risk. 

ARIMA(p,d,q) technical analysis will be used in this study to predict the stock price of PT. Gudang Garam Tbk. for 8 days from March 

1, 2022, to March 8, 2022. This forecasting uses PT. Gudang Garam Tbk. historical stock price data from December 2021 to February 

2022 was obtained from the Yahoo Finance website. Based on the test results of 24 ARIMA models, the researcher got model 2 ARIMA 

(4,1,3) as the best model with the equation 𝑌𝑡 = −0.1389 𝑌𝑡−1 − 0.8033 𝑌𝑡−2 − 0.0575 𝑌𝑡−3 − 0.4440 𝑌𝑡−4 + 𝑒𝑡 + 0.2217 𝑒𝑡−1 +

0.9025 𝑒𝑡−2 − 0.2205𝑒𝑡−3. This model is the best because it has the second smallest AIC value, which is 874.42, and the smallest 

MAPE value, which is 3.14%. This study shows that the stock price is predicted to fall for the next five days from March 1 to March 5, 

2022 and will rise again from March 6 to March 8, 2022.  
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1. Introduction 

Stock is a symbol of a person's or a party's (business 

entity's) capital investment in a corporation or limited 

liability company. When selecting how to fund a business, 

one of the options available to the company is to issue 

shares [1]. Investors get advantage by buying or owning 

shares which called dividends. Recently, many 

Indonesians, especially the young generation, learn about 

investment whether in stock, bonds, or the money market. 

This is very good, considering that stock investment can 

overcome inflation. Cited from BI Website (2020), 

Inflation interprets an increase in the price of goods and 

services in general and continuously within a certain 

period. For this reason, it is better not only to save in a 

bank that only provides 2% annual interest profit, while the 

annual inflation rate can be 3% to 5%  [2]. 

Stock investment is indeed more profitable, but an investor 

still must be selective in choosing which stock portfolio 

has the potential to provide positive results. Blue-chip 

stocks are usually recommended because they come from 

well-known companies, have a good reputation, and are 

easy to trade on the stock exchange  [3]. Shares of cigarette 

issuers with the largest market capitalization on the stock 

exchange, PT. Gudang Garam Tbk., is one of them. 

Gudang Garam shares are listed and traded on the 

Indonesia Stock Exchange (IDX) with the code GGRM. 

Until now, Gudang Garam has been widely known both 

domestically and abroad as a producer of high-quality 

kretek cigarettes [4]. However, lately, the government's 

policy to increase excise on tobacco products has become a 

sentiment for cigarette issuers such as PT Gudang Garam 

Tbk. (GGRM). The increase in cigarette excise, which took 

effect on February 1, 2021, made cigarette stocks even 

more depressed [5]. This situation also contributes to price 

fluctuations that shape stock volatility. Further analysis of 

stock price is needed so that investors can make wise 

decisions in their investments. Therefore, in this study, 

stock price fluctuations from March 1, 2022, to March 8, 

2022, will be predicted using the ARIMA (Autoregressive 

Integrated Moving Average) model using historical stock 

price data from December 2021 to February 2022 [6]. 

Some researchers have carried out several related studies. 

One of the studies is the daily GGRM price per share 

prediction in July and August 2020 by Maulani, et al. with 

the best model ARIMA (2,1,2). They conducted the 

research in 2020 using the daily stock data from January 

2019 to the first semester of 2020 and has concluded that 

stock prices are estimated to decline from the previous 20 

days due to economic turmoil during the COVID-19 

pandemic and other issues [7]. A similar study was also 

conducted by H. Winata and Y. D. Hapsari in 2016 using 

the Treshold Garch method for 2 weeks (4 January 2016–

15 January 2016) with TGARCH (1,1) as the most suitable 

model. The empirical results of this study proved to be 

accurate, with a 4% level of the average forecasting error 

[8].  
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2. Methods 

First, we'll go through the basics of time series. Time series 

analysis is a method of analyzing rows of data points 

collected over a period. In time series analysis, analysts 

don't capture data points at random or infrequent intervals, 

but rather at regular intervals over a set length of time [9]. 

Many statistical methods deal with data that are either 

uncorrelated or independent. Data correlation can be useful 

in a variety of contexts. This is especially true when 

multiple observations of the same system are made in a 

sequential order across time [10]. The study of these 

experimental data collected at various times in time leads 

to new and distinct statistical modeling and inference 

issues. The visible association generated by sampling 

neighboring points in time can significantly limit the 

applicability of many standard statistical methods that are 

based on the assumption that adjacent data are independent 

and uniformly distributed [11].  

Time series analysis is a systematic technique to answering 

the mathematical and statistical concerns raised by these 

time connections. Time series approaches have 

traditionally been used to solve problems in the physical 

and environmental sciences. This explains why the 

vocabulary of time series analysis has a strong technical 

flavor. A detailed examination of the collected data plotted 

across time is always the first step in any time series 

analysis. Before delving more into the specific statistical 

procedures, it's worth noting that there are two distinct, 

although not necessarily mutually exclusive, approaches to 

time series analysis: the time domain approach and the 

frequency domain approach [12].  

Following our discussion of Time Series, we shall move on 

to the topic of Iid Noise. The most basic model for a time 

series is one with no trend or seasonal component and data 

that are simply independent and identically distributed (iid) 

random variables with zero mean [13]. The concept of 

Stationary Models and the Autocorrelation Function will 

be discussed next. A time series {Xt, t = 0, ±1, … } is said 

to be stationary if, for each integer h, it has statistical 

features identical to those of the "time-shifted" series 

{Xt+h, t = 0, ±1, … }. Let {Xt} be a time series with 

E(Xt
2) < ∞. The mean function of {Xt} is:  

𝜇𝑋(𝑡) = 𝐸(X𝑡). (1) 

The covariance function of {X𝑡} is: 

𝛾𝑋(r, s) = Cov(X𝑟 , X𝑠)

=  E[(X𝑟 − 𝜇𝑋(r))(X𝑠 − 𝜇𝑋(s))] 

 

(2) 

for all integers 𝑟 and 𝑠. {X𝑡} is (weakly) stationary if 𝜇𝑋(𝑡) 

is independent of 𝑡 and 𝛾𝑋(t + h, t) is independent of 𝑡 for 

each ℎ. Strict stationarity of a time series  {X𝑡 , t =

0, ±1, … } is defined by the condition that  

(X1, … , X𝑛)(X1+ℎ , … , X𝑛+ℎ) have the same joint 

distributions for all integers ℎ and 𝑛 > 0. It is easy to 

check that if {X𝑡} is strictly stationary and 𝐸(𝑋𝑡
2) < ∞ for 

all 𝑡, then {X𝑡} is also weakly stationary. Iid noise with 

finite second moment is stationary. We shall use the 

notation {X𝑡}~ IID (0, 𝜎2) to indicate that the random 

variables X𝑡  are independent and identically distributed 

random variables, each with mean 0 and variance 𝜎2. If 

{𝑋𝑡} is a sequence of uncorrelated random variables, each 

with zero mean and variance  𝜎2, then clearly {𝑋𝑡} is 

stationary with the same covariance function as the iid 

noise [14]. The concept of the Moving Average Process 

will be presented next. We have what is known as a 

moving average process when only a small proportion of 

the ψ-weights are nonzero. 

Yt = et + θ1et−1 + θ2et−2 − ⋯ − θqet−q (3) 

We call such a series a moving average of order q and 

abbreviate the name to MA(q) [7]. The topic of 

Autoregressive Processes will be addressed next. 

Autoregressive processes are regressions on themselves, as 

the name implies. The equation is satisfied by a pth-order 

autoregressive process {Yt} [15]. 

Yt = ϕ1Yt−1 + ϕ2Yt−2 + ⋯ + ϕpYt−p + et (4) 

The notion of ARIMA Models will be explored next. If the 

dth difference Wt = ∇dYt is a stationary ARMA process, a 

time series {Yt} is said to follow an integrated 

autoregressive moving average model. If {Wt} follows an 

ARMA (p, q) model, we say that {Yt} is an ARIMA(p, d, q) 

[7], [16]. With Wt = Yt − Yt−1, we have the equation of 

ARIMA (p, 1, q)  

𝑊𝑡 = ϕ1𝑊𝑡−1 + ϕ2𝑊𝑡−2 + ⋯ + ϕ𝑝𝑊𝑡−𝑝 + 𝑒𝑡

− θ1𝑒𝑡−1 − θ2𝑒𝑡−2 − ⋯ − θ𝑞𝑒𝑡−𝑞 (5) 

Because ARIMA is an attempt to determine the best data 

pattern from a collection of data, it requires both history 

and current data to provide short-term forecasts. The 

ARIMA notation is used to express the Box-Jenkins model 

in general ARIMA (p, d, q). The order or degree of AR in 

this example is p. (Autoregressive). The order or degree of 

differentiation is denoted by the letter d (Differencing). 

MA's order or degree is q (Moving Average) [6], [15]. 

Note that Figure 1 below illustrates the ARIMA modeling 

flowchart.  
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Fig 1. ARIMA modeling flowchart 

(Source: private document, 2022) 

The Autocorrelation Function (ACF) and Partial 

Autocorrelation Function (PACF) will be discussed next. 

According to the Jagostat website, the ACF and PACF 

graphs can help you analyze sequences and determine 

which model is best for time series data. The ACF plot for 

the AR process is expected to steadily diminish, but the 

PACF plot will undergo a dramatic reduction after a 

considerable p lag. The ARIMA process, on the other 

hand, should be considered for modeling if the ACF and 

PACF plots indicate a steady diminishing pattern. The 

ACF and PACF for some stationary time series data are 

shown in Figures 2 and 3 [17], [18]. After that, we'll go 

through the idea of Root Mean Square Error (RMSE). The 

root mean square error measures how far the forecast 

deviates from the true value using the Euclidean distance, 

which is stated as follows: 

𝑅𝑀𝑆𝐸 = √
∑ ‖𝑦(𝑖) − 𝑦̂(𝑖)‖2𝑁

𝑖=1

𝑁
 

(6) 

where 𝑁 is the number of data points, 𝑦(𝑖) is the 𝑖-th 

measurement, and 𝑦̂(𝑖) is the corresponding prediction 

[19]. Next will be discussed about the concept of Mean 

Square Error (MSE). Mean squared error (MSE) measures 

the amount of error in the statistical model. The mean 

squared error is also known as the mean squared deviation 

(MSD) [20]. The formula for MSE is as follows. 

 

MSE =
∑(y(i) − ŷ(i))2

n
 (7) 

Where 𝑦(𝑖) is the value of the 𝑖-th observation, 𝑖 = the 

corresponding predictive value, and 𝑛 = number of 

observations [19], [21]. Next will be discussed about the 

concept of Mean Absolute Error (MAE). MAE measures 

the absolute error between the predicted and observed 

values. In practice, MAE is a popular error metric because 

it is intuitive and easy to calculate. Mathematically, MAE 

is defined as: 

𝑀𝐴𝐸 =
1

𝑛
∑|𝐴𝑐𝑡𝑢𝑎𝑙𝑖 − 𝑃𝑟𝑒𝑑𝑖𝑡𝑖𝑜𝑛𝑖|

𝑛

𝑖=1

=
1

𝑛
∑|𝑦(𝑖) − 𝑦̂(𝑖)|

𝑛

𝑖=1

 
(8) 

where y(i) is the value of the i-th observation, i = the 

corresponding predictive value, and n = number of 

observations [22]. Next, we will discuss the concept of 

Mean Absolute Percent Error (MAPE). MAPE is often 

used in practice because of its very intuitive interpretation 

in terms of relative error. The use of MAPE is relevant in 

finance [23]. Mathematically, MAPE is defined as: 

𝑀𝐴𝑃𝐸 =
1

𝑛
∑

|𝐴𝑐𝑡𝑢𝑎𝑙𝑖 − 𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑖|

|𝐴𝑐𝑡𝑢𝑎𝑙𝑖|

𝑛

𝑖=1

=
1

𝑛
∑

|𝑦(𝑖) − 𝑦̂(𝑖)|

|𝑦(𝑖)|

𝑛

𝑖=1

 
(9) 

Where y(i) is the value of the i-th observation, i = the 

corresponding predictive value, and n = number of 

observations [24], [25]. 

3. Results and Discussion 

In this session, we will talk about data preparation first. 

The data used is the daily stock price per share of PT. 

Gudang Garam Tbk (GGRM) from December 1, 2021, to 

February 25, 2022, with a total of 61 data [26]. The data is 

processed using R Studio. Table 1 below presents the 

dataset. 
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Table 1. PT. Gudang Garam (GGRM) Tbk’s daily stock price per share.  

Date Price Date Price Date Price Date Price 

2021-12-01 31700 2021-12-22 31075 2022-01-13 32250 2022-02-04 30550 

2021-12-02 31675 2021-12-23 30825 2022-01-14 32250 2022-02-07 30650 

2021-12-03 32300 2021-12-24 30625 2022-01-17 32200 2022-02-08 31000 

2021-12-06 31950 2021-12-27 30525 2022-01-18 31950 2022-02-09 31000 

2021-12-07 32200 2021-12-28 30675 2022-01-19 30725 2022-02-10 30625 

2021-12-08 32000 2021-12-29 30800 2022-01-20 31000 2022-02-11 30525 

2021-12-09 31800 2021-12-30 30675 2022-01-21 31200 2022-02-14 30500 

2021-12-10 32050 2022-01-03 30600 2022-01-24 31750 2022-02-15 30800 

2021-12-13 32050 2022-01-04 30675 2022-01-25 31750 2022-02-16 31000 

2021-12-14 32000 2022-01-05 31175 2022-01-26 31375 2022-02-17 31000 

2021-12-15 31400 2022-01-06 31350 2022-01-27 30650 2022-02-18 31400 

2021-12-16 31575 2022-01-07 30800 2022-01-28 30575 2022-02-21 31800 

2021-12-17 31175 2022-01-10 31125 2022-01-31 30550 2022-02-22 31500 

2021-12-20 31000 2022-01-11 30950 2022-02-02 30625 2022-02-23 31150 

2021-12-21 31100 2022-01-12 31150 2022-02-03 30600 2022-02-24 31100 

      2022-02-25 32050 

Source: https://finance.yahoo.com/quote/GGRM.JK/ 

Some of the packages needed in processing the data are 

forecast, TSA, tseries, readxl, and ggplot. First, the 

package forecast provides methods and tools to show 

univariate analysis of time series predictions including 

exponential smoothing through state-space models and 

ARIMA automatic modeling. Second, TSA is a package to 

call ACF, PACF, and Arima functions. Third, we use 

tseries to calculate the Augmented Dickey-Fuller Test 

(ADF Test). Fourth, readxl enable us to import xlsx data to 

R Studio. The last one, ggplot, gives us the ability to plot 

the data. The following is a data plot of the daily stock 

price per share of GGRM with the x-axis as the date and 

the y-axis as the stock price. The Figure 3 below is created 

using the “ggplot” function [27]. 

 

Fig 3. Graph of Stock Price Dataset of PT. Gudang Garam 

Tbk. 

(Source: Private document, 2022) 

Next will be discussed about the concept of Stationarity 

Check. To check the stationarity of the data, we use the 

Augmented Dickey-Fuller Test (ADF Test) in R Studio by 

calling the “adf.test(data)” function [28]. The following 

Figure 4 is the result of executing the code in the console.  

 

Fig 4. Console on R Studio 

(Source: private document, 2022) 

The ADF Test shows a p-value of 0.6912, so this data is 

declared not stationary because the value is greater than 

0.05. We need to perform differencing to make this data 

stationary by calling the “diff(data)” function, then check 

again the stationarity using “adf.test(data)” function [29]. 

The following Figure 5 is the result of executing the code 

in the console. 
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Fig 5. Console on R Studio 

(Source: Private document, 2022) 

The first derivative has succeeded in making the 𝑝-value 

less than 0.05, which is 0.01. As such, this data can be said 

to be stationary [30]. Thus, the value of 𝑑 used is 1. Here is 

the data plot after the first derivative in Figure 6. 

 

Fig 6. The First Derivative Graph of the Stock Price 

Dataset of PT. Gudang Garam Tbk. 

(Source: Private document, 2022) 

Furthermore, the concept of ARIMA Model Specifications 

will be discussed. The autoregressive (AR) function order 

value, lag p, is found using the “pacf(first derived data)” 

function. Meanwhile, the moving average (MA) function 

value can be found using the “acf(first derived data)” 

function. The image on the left shows the PACF plot 

experiencing a sharp increase after the lag p is 4, so the p 

value is 4. The image on the right shows the ACF plot also 

experienced a significant increase after the lag q, so the 

value of q is 4. Please see Figure 7 for details. 

 

 

Fig 7. PACF and ACF Plot 

(Source: Private document, 2022) 

Therefore, this data has ARIMA(4,1,4) with the equation 

1. 𝒀𝒕 = 𝝓𝟏𝒀𝒕−𝟏 + 𝝓𝟐𝒀𝒕−𝟐 + 𝝓𝟑𝒀𝒕−𝟑 + 𝝓𝟒𝒀𝒕−𝟒 +

𝒆𝒕 − 𝜽𝟏𝒆𝒕−𝟏 − 𝜽𝟐𝒆𝒕−𝟐 − 𝜽𝟑𝒆𝒕−𝟑 − 𝜽𝟒𝒆𝒕−𝟒 

(7) 

Here are some of the ARIMA models that can be built. 

Please see Table 2 for more details. 

 

Table 2. ARIMA (4,1,4) model 

ARIMA 

Model 

p d q ARIMA 

Model 

p d q ARIMA 

Model 

p d q 

ARIMA(4,1,4) 4 1 4 ARIMA(3,1,1) 3 1 1 ARIMA(1,1,3) 1 1 3 

ARIMA(4,1,3) 4 1 3 ARIMA(3,1,0) 3 1 0 ARIMA(1,1,2) 1 1 2 

ARIMA(4,1,2) 4 1 2 ARIMA(2,1,4) 2 1 4 ARIMA(1,1,1) 1 1 1 

ARIMA(4,1,1) 4 1 1 ARIMA(2,1,3) 2 1 3 ARIMA(1,1,0) 1 1 0 

ARIMA(4,1,0) 4 1 0 ARIMA(2,1,2) 2 1 2 ARIMA(0,1,4) 0 1 4 

ARIMA(3,1,4) 3 1 4 ARIMA(2,1,1) 2 1 1 ARIMA(0,1,3) 0 1 3 

ARIMA(3,1,3) 3 1 3 ARIMA(2,1,0) 2 1 0 ARIMA(0,1,2) 0 1 2 

ARIMA(3,1,2) 3 1 2 ARIMA(1,1,4) 1 1 4 ARIMA(0,1,1) 0 1 1 

Source: Private document 
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Next, the concept of Parameter Estimation will be 

discussed. Estimation of parameters ϕp of autoregressive 

(AR) function and θq of moving average (MA) function in 

each model can be found by looking at the summary of 

each model using “summary(model)” function. By 

executing this function, we can find the values of AR1 to 

AR4, MA1 to MA4, Means Squared Error (MSE), Log 

Likelihood, and AIC that will be considered in choosing 

the best ARIMA model. These results can be seen on the 

console shown in the following Figure 8. 

 

Fig 8. Console on R Studio 

(Source: private document, 2022) 

The following is the result of parameter estimation for each 

model. Please see Table 3 for more details. 

Table 3. Parameter estimation results 

Source: Private document 

Next will be discussed about the concept of Residual 

Analysis. In determining the ARIMA model that gives the 

best prediction, the normality test with Saphiro and white 

noise test with Ljung-Box are needed. We use the function 

“saphiro.test(residuals(model))” and  

“Box.test(residuals(model),type="Ljung-Box")” to find the 

p-value. The model that has a p-value of more than 0.05 

from the two tests will be chosen as the best model. Here is 

the code in the R Studio. The following Table 4 is each 

model value summary. 

Table 4. Residual analysis results 

ARIMA Model 
Saphiro 

Test 

Ljung-Box 

Test 

AIC Accepted 
ARIMA Model 

Saphiro 

Test 

Ljung-Box 

Test 

AIC Accepted 

ARIMA(4,1,4) 0.4315 0.9924 876.39 Yes ARIMA(2,1,2) 0.02395 0.9718 881.45 No 

ARIMA(4,1,3) 0.399 0.9881 874.42 Yes ARIMA(2,1,1) 0.03242 0.9725 883.35 No 

ARIMA(4,1,2) 0.5238 0.8383 872.79 Yes ARIMA(2,1,0) 0.03218 0.7973 880.78 No 

ARIMA(4,1,1) 0.06306 0.9179 877.83 Yes ARIMA(1,1,4) 0.2364 0.8632 876.36 Yes 

ARIMA(4,1,0) 0.08107 0.7372 876.61 Yes ARIMA(1,1,3) 0.01782 0.8619 881.48 No 

ARIMA(3,1,4) 0.208 0.9671 876.78 Yes ARIMA(1,1,2) 0.01986 0.889 879.52 No 

ARIMA(3,1,3) 0.004112 0.7549 876.56 No ARIMA(1,1,1) 0.03708 0.8996 881.4 No 

ARIMA(3,1,2) 0.002407 0.8795 874.14 No ARIMA(1,1,0) 0.02305 0.9601 880.05 No 

ARIMA(3,1,1) 0.01644 0.8521 879.9 No ARIMA(0,1,4) 0.2392 0.4889 874.79 Yes 

ARIMA(3,1,0) 0.00911 0.6124 879.69 No ARIMA(0,1,3) 0.01381 0.8625 880.71 No 
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ARIMA(2,1,4) 0.2091 0.9564 874.88 Yes ARIMA(0,1,2) 0.03569 0.8134 879.64 No 

ARIMA(2,1,3) 0.02816 0.9033 882.98 No ARIMA(0,1,1) 0.02452 0.97 880.02 No 

Source: Private document 

Models that satisfy the Saphiro and Ljung-Box tests are 

Model 1 ARIMA(4,1,4), Model 2 ARIMA(4,1,3), Model 3 

ARIMA(4,1,2), Model 4 ARIMA(4,1 ,1), Model 5 

ARIMA(4,1,0), Model 6 ARIMA(3,1,4), Model 11 

ARIMA(2,1,4), Model 16 ARIMA(1,1,4), and Model 21 

ARIMA(0,1,4). To find the best model, we need to 

compare the four error value estimation parameters. Here 

is the comparison. Looking at the AIC value, model 3 and 

model 2 have the smallest value, thus they will be the 

candidates to be compared [31]. Please see Table 5 for 

more details. 

Table 5. Error value estimation parameters comparison 

between model 1 and model 2 

ARIMA Model MSE RMSE MAE MAPE 

Model 2 

ARIMA(4,1,3) 

1,355,189.32 1,164.13 
1,018.04 

3.30% 

Model 

3ARIMA(4,1,2) 

1,244,219.69 

1,115.45 970.37 3.14% 

Source: Private document 

From these models, the best model is Model 2 because it 

has the smallest value on all error value estimation 

parameters and the second smallest AIC compared to other 

models. Hence, the equation of model 2 ARIMA(4,1,3) is 

1. 𝒀𝒕 = −𝟎. 𝟏𝟑𝟖𝟗 𝒀𝒕−𝟏 − 𝟎. 𝟖𝟎𝟑𝟑 𝒀𝒕−𝟐 −

𝟎. 𝟎𝟓𝟕𝟓 𝒀𝒕−𝟑 − 𝟎. 𝟒𝟒𝟒𝟎 𝒀𝒕−𝟒 + 𝒆𝒕 +

𝟎. 𝟐𝟐𝟏𝟕 𝒆𝒕−𝟏 + 𝟎. 𝟗𝟎𝟐𝟓 𝒆𝒕−𝟐 − 𝟎. 𝟐𝟐𝟎𝟓𝒆𝒕−𝟑 
(34) 

 

Here is the plot of Model 2. Please see Figure 9 for details. 

 
Fig 9. Model 2 plot 

(Source: Private document, 2022) 

To visually prove that the residual model 2 follows a 

normal distribution, we use “qqnorm(residuals(model))” 

and “qqline(residuals(model2))” function. Here is the 

visualization in Figure 10 below. 

 
Fig 10. Model 2 Q-Q Normal Plot  

(Source: Private document, 2022) 

The Figure 10 above can prove that the residual model 2 

follows a normal distribution because the points on the 

graph approach a straight line. Figure 11 below is a plot of 

the residual ACF and PACF model 2. 

 

 
Fig 11. Model 2 PACF and ACF Plot  

(Source: Private document, 2022) 

Next will be discussed about the concept of Forecasting. 

The following Figure 12 is the plot of the forecasted daily 

stock price per share of GGRM for 8 days, starting from 

March 1, 2022, to March 8, 2022. The blue line represents 

the predicted data, while the gray line represents the actual 

data. 
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Fig 12. Plot of Stock Price Prediction Results of PT. 

Gudang Garam Tbk. 

(Source: Private document, 2022) 

Next will be discussed about Comparison. The Table 6 

below shows the comparison between the actual data and 

the predicted data, and the error value is calculated using 

four parameters: MSE, RMSE, MAE, and MAPE [32]. 

Table 6 will close this session. 

Table 6. Comparison of actual data and predicted data of model 2 ARIMA(4,1,3) 

Date 
Lower 

Bound 

Upper 

Bound 

Predicted 

Data 

Actual 

Data 
MSE RMSE MAE MAPE 

2022-03-01 32042,18 33040,47 32541,33 31700 707.836,17 707.836,17 841,33 2,65% 

2022-03-02 31785,23 33251,55 32518,39 31400 1.250.796,19 1.250.796,19 1.118,39 3,56% 

2022-03-03 30995,33 32848,03 31921,68 31900 470,02 470,02 21,68 0,07% 

2022-03-04 30565,34 32580,65 31573,00 31300 74.529,00 74.529,00 273,00 0,87% 

2022-03-05 30861,60 32906,33 31883,96 30650 1.522.657,28 1.522.657,28 1.233,96 4,03% 

2022-03-06 31093,54 33237,15 32165,34 30525 2.690.715,32 2.690.715,32 1.640,34 5,37% 

2022-03-07 30988,03 33334,81 32161,42 30500 2.760.316,42 2.760.316,42 1.661,42 5,45% 

2022-03-08 30825,04 33320,66 32072,85 31100 946.437,12 946.437,12 972,85 3,13% 

 Results 1.244.219,69 1.115,45 970,37 3,14% 

(Source: Private document, 2022) 

4. Conclusion 

Based on the analysis from the previous chapter on the 

historical data of the daily stock prices of PT. Gudang 

Garam Tbk. from December 2021 to February 2022 shows 

that the best model is model 2 ARIMA (4,1,3) with the 

equation 

1. 𝒀𝒕 = −𝟎. 𝟏𝟑𝟖𝟗 𝒀𝒕−𝟏 − 𝟎. 𝟖𝟎𝟑𝟑 𝒀𝒕−𝟐 −

𝟎. 𝟎𝟓𝟕𝟓 𝒀𝒕−𝟑 − 𝟎. 𝟒𝟒𝟒𝟎 𝒀𝒕−𝟒 + 𝒆𝒕 +

𝟎. 𝟐𝟐𝟏𝟕 𝒆𝒕−𝟏 + 𝟎. 𝟗𝟎𝟐𝟓 𝒆𝒕−𝟐 − 𝟎. 𝟐𝟐𝟎𝟓𝒆𝒕−𝟑 (34) 

The model is considered the best because it has the second 

smallest AIC value, which is 874.42, and the smallest 

MAPE value, which is 3.14%. The stock price is predicted 

to fall for the next 5 days from March 1 to March 5, 2022, 

and will rise again from March 6 to March 8, 2022. 
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