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Abstract: Diabetic Retinopathy (DR) is a visual condition that occurs because of chronic diabetes, causing damage to retinal blood 

vessels. It is considered a major cause of vision loss, affecting over 158 million people worldwide. Early detection and diagnosis can 

minimize the impact on vision and improve the quality of life for those with DR. Therefore, an automated DR detection method is 

essential. Deep learning models can automate classification and feature extraction, but developing such models from scratch requires a 

larger and well-annotated dataset. The main challenge in using deep learning for medical image analysis is the lack of annotated training 

datasets. To address this issue pre-trained deep learning networks are mainly used by the researchers. This study utilizes fine-tuned pre-

trained deep learning techniques to derive attributes from fundus images, improving the accuracy of DR classification. To address data 

imbalances and insufficiencies, various techniques were used to enhance data for each DR class. The results of this study, evaluated 

using test data, show that our approach outperforms previous techniques in terms of accuracy. 
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1. Introduction 

DR is an eye-related complication of diabetes that can 

cause blindness. It is a progressive disease that affects the 

retina, the light-sensitive tissue at the back of the eye and 

is considered the leading cause of blindness among 

working-age adults worldwide. The incidence of DR has 

increased by over a quarter in the last three years, with 

40%-45% of diabetic patients at risk of developing DR. 

Diabetic Retinopathy (DR) can be broadly categorized into 

two main types: proliferative diabetic retinopathy (PDR) 

and non-proliferative diabetic retinopathy (NPDR). NPDR, 

in turn, is further divided into three types based on the 

severity of the disease. These include mild NPDR, 

moderate NPDR, and severe NPDR [1]. PDR occurs when 

abnormal blood vessels form on the surface of the retina, 

disrupting its normal blood supply. On the other hand, 

NPDR is characterized by weakened blood vessels without 

the formation of new ones. 

Early indications of DR include microaneurysms (MA), 

hemorrhages (HA), and exudates (EX) [2]. In the initial 

phase of DR, the disease damages small blood vessels, 

leading to the formation of micro-aneurysms. MAs create 

small swellings around the edges of the tiny retinal vessels, 

and with the progress of the disease, hemorrhages can 

occur within the retina. HA can cause severe vision loss by 

damaging the retina.  

As the disease progresses, the retinas weaken and begin to 

leak fluid, leading to the formation of lipid-based 

sediments called exudates. These exudates can be 

classified as either hard exudates (HEX) or soft exudates 

(SE), depending on their size and shape. The grading 

scheme of DR categories is described in Table 1. 

Table 1. DR Categories 

Grade Clinical Symptom DR Stage 

0 No Symptoms No DR 

1 The presence of MA’s that cause 

swelling  

on small retinal vessels presents in 

any quarter 

Mild DR 

2 HA, MA’s Moderate 

DR 

3 As HA increases cause severe vision 

loss 

Severe DR 

4 HEX, SE, leaking fluid Proliferate 

DR (PDR) 
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The manual screening process for DR is a tedious and 

time-consuming task and is often subject to the subjective 

interpretation of ophthalmologists [3]. Moreover, manual 

assessment of many DR patients fails to meet the screening 

demand, leading to inconsistent results among retina 

specialists [4]. Most DR patients are from low-income 

countries, where they face challenges in accessing retina 

specialists and other required facilities for DR diagnosis. 

Therefore, technology-based DR screening methods are 

necessary to overcome the challenges of manual diagnosis 

and assist ophthalmologists.  

Fig. 1 shows the fundus images of each category of DR 

along with the image that does not have this disease. 

Medical imaging employs image data to detect and identify 

abnormalities at an early stage. Computer-aided Diagnosis 

(CAD) devices enhance low-contrast images using various 

imaging techniques developed to identify prominent areas 

in the image. 

 

 

Fig. 1 DR Stages [5] 

Such images provide valuable information for diagnosing 

diseases [6]. These systems are designed to provide experts 

in the field with a second opinion, thus improving overall 

diagnostic performance and assisting doctors in detecting 

health issues early in the disease course. These systems are 

designed to improve the accuracy of disease diagnosis and 

simplify the processing of image information. Clinics also 

play a role in this area, and computer-aided algorithms are 

expected to improve diagnostic accuracy for better 

performance. The CAD system is also useful for fundus 

analysis, and with frequent screening and timely 

intervention, the risk of developing serious eye problems 

can be reduced. This research aims to provide a CAD 

algorithm that will assist ophthalmologists in 

distinguishing different types of HR and DR with an 

additional judgement [7]. A pre-trained network consists of 

multiple filters, with each layer having a variety of 

characteristics. Building an autonomous classifier with a 

large number of neurons and weights is a difficult task. 

Therefore, a system that can extract the most features and 

has a flexible classification structure is essential. 

The main aim of this research is to propose an effective 

method for optometrists to provide a second opinion in 

categorizing early-stage DR. The research aims are as 

follows: 

1. Applying Fine-Tuned Deep Neural Networks on 

datasets to classify DR. 

2. Implementing different pre-processing techniques, 

including extracting green-channel images using 

RGB Image, CLAHE for visibility enhancement, and 

Morphological operations to determine DR position. 

3. Performing Data Augmentation for each DR grade to 

address the issue of insufficient data and ensure 

balanced data. 

4. Developing an efficient system capable of classifying 

each class. The system is evaluated using EYEPACS 

data based on various performance indicators, 

including accuracy, recall, precision, F1-score, and 

accuracy. 

The research conducted in this paper is structured as 

follows: Section 2 presents a literature review. Section 3 

outlines the research proposal. Section 4 covers Evaluation 

Metrics, while Section 5 includes the conclusion and future 

research. 

2. Literature Review 
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Ophthalmologists may take more time while doing manual 

diagnosis of the patients who may be infected with the DR 

disease. While diagnosis it might prone to misdiagnosis. 

The use of computer-aided diagnosis (CAD) can help to 

prevent misdiagnosis and reduce the time, cost, and energy 

involved. Deep learning (DL) has gained popularity in 

various industries over the last decade, including medical 

imaging analysis. DL outperforms other algorithms for 

image analysis by accurately identifying features of input 

data to aid in classification or segmentation. Unlike other 

methods, DL does not require the creation of custom-

designed features, but it requires a huge labelled data to 

train.  

Convolutional neural network (CNN) is an efficient and 

effective method of DL for image processing, often used 

[8], [9]. 

In [10] authors applied CNN model on the two fundus 

images datasets and achieved 96% in one and 75.09% in 

another dataset.   A deep CNN was used to identify and 

classify DR in five different stages, achieving 94.44% 

accuracy when applied to the Kaggle database [11]. 

A multi-tasking deep neural model was developed to 

determine the severity of DR, composed of a classification 

model and a regression model, each having its loss 

function. The regression and classification models were 

used together to explain the dependence between the 

severity stages. The Dense Net modification was employed 

to carry out this strategy, achieving 85% and 82% accuracy 

when tested using APTOS and EYEPACS datasets, 

respectively. To evaluate the research, the Xception 

network using transfer learning was also designed [12]. 

3. Proposed Methodology 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2. Proposed Methodology 

Methodology is the process that helps to analyze the data, 

and classify, or categorize the data into different 

categories. The proposed methodology consists of three 

processes that include pre-processing of the image for 

image enhancement and data augmentation to remove the 

data deficiency problem. Taking the balanced dataset as 

the input extracting the features and classifying them into 

five DR categories is the last step. The extraction of 

features and classification part is done using transfer 

learning. Fig. 2. shows the proposed methodology. 

3.1 Image Pre-Processing 

Retina fundus images were obtained using the publicly 

available dataset EyePACS, which was accessed through 
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Kaggle.com on May 8, 2023. The EyePACS dataset is 

diverse and includes images of different sizes and 

illumination levels. To ensure consistency, all images were 

resized to a common size, and the green channel was 

extracted from the RGB images. Fig. 3 illustrates that the 

green channel contains more retinal information compared 

to the blue or red channels. 

The contrast-limited adaptive histogram equalization 

(CLAHE) was introduced to enhance the quality of the 

retinal image, including the enhancement of tiny regions. 

Subsequently, the Wiener filter and morphological 

operation were applied to the green channel image to 

further improve its quality.  

 

 

 

 

 

 

 

 

 

 

 

Fig. 3. RGB Channels of Original Fundus Image 

Fig. 4a shows the original image, while Fig. 4b displays 

the processed image. 

 

 

 

 

 

a) 

 

 

 

 

 

b) 

Fig. 4. a) Original Image b) Preprocessed Image 

 

3.2 Data Augmentation 

The size of the training dataset is one of the critical factors 

that affect the effectiveness of DL models. Therefore, it's 

crucial to use a larger dataset for training deep-learning 

architectures to avoid issues with overfitting and 

generalization. The dataset was highly imbalanced, as 

shown in Fig. 5, with most of the images in grade 0. The 

imbalanced dataset ratio was (36:3:7: 1:1), which could 

lead to inaccurate classification. To enhance the retinal 

database across different scales, data augmentation was 

performed. Since grade 0 data was available in large 

quantities, no augmentation was applied. Various 

augmentation methods were used to balance the data 

across all four grades. Initially, the training dataset size 

was 35,126 photos, including all grades, without 

augmentation. After augmentation, the total dataset size 

was increased to 127,505, including all grades. 

3.3 Fine-Tuned Pre-Trained Models 

While deep learning algorithms can be effective in solving 

various classification problems, the primary challenge in 

medical image classification is the lack of labeled data. 

Transfer Learning is a widely used technique to address the 

shortage of annotated data by leveraging pre-trained deep 

convolutional neural networks for a similar task. It can 

reduce learning overhead and allow training on a smaller 

dataset. 

 

Fig. 5. Dataset (Category Percentage without 
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augmentation) 

The use of transfer learning to improve the accuracy of 

annotated data for medical image classification using deep 

learning is a highly debated topic. In this study, we utilized 

pre-trained models that are AlexNet, VGG16, and 

ResNet50. 

The initial weights of the model were frozen before fine-

tuning, during which the last three layers (which were fully 

connected) were added, including the final output layer. 

The model layers were fine-tuned using the augmented 

dataset. The final output layer had a numeral of neurons 

equal to the total number of classes. Once the fine-tuning 

of the model layers was complete, the models were trained. 

4. Performance Matrices and Result Analysis 

The evaluation of all the three trained models is done 

based on the performance matrices such as accuracy, 

precision, Recall and F1-score. For all the three models the 

confusion Metrix is also created to show the class wise 

performance [13]. 

Precision: The proportion of numeral of true positive (TP) 

predictions and the summation of TP and false positives 

(FP) predictions. A high precision score indicates that the 

model has a good ability to accurately identify positive 

instances and avoid falsely labelling negative instances as 

positive.  The precision calculated class wise using the 

above methodology is shown in the Fig. 6. 

 

 

 

 

 

 

 

 

 

Fig. 6. Precision 

Recall: The proportion of numeral of true positive (TP) 

predictions and the summation of TP and false negative 

(FN) predictions. A high recall score indicates that the 

model is skilled at identifying positive instances, but may 

also incorrectly classify some negative instances as 

positive. The precision calculated class wise using the 

above methodology is shown in the Fig. 7. 

 

 

 

 

 

 

 

 

 

Fig. 7. Recall 

F1-score: The proportion of twice of multiplication of 

precision and recall by the summation of precision and 

recall is called F1-score. A perfect F1 score is 1.0 and a 

lower score indicates poorer performance. A high F1-score 

indicates that the model has both good precision and recall, 

meaning it can accurately identify positive instances while 

avoiding false positives and negatives. The F1-score 

calculated class wise using the above methodology is 

shown in the Fig. 8. 

 

 

 

 

 

 

 

 

Fig.8. F1-score 

The confusion matrix is also created using the three 

mentioned fine-tuned algorithms applied on the dataset. 

The confusion matrix and the results of the algorithms is 

shown in below figures 9,10,11. Figure 9 shows the results 

and the confusion matrix for the AlexNet model. Similarly 

figure 10 and figure 11 show the results and confusion 

matrix for VGG16 and ResNet50 model. 

 

 

 

 

 

 

 

(a) 

 



International Journal of Intelligent Systems and Applications in Engineering IJISAE, 2023, 11(9s), 735–742 |  740 

 

 

                 

 

 

 

 

b) 

Fig. 9. AlexNet Confusion Matrix and Results 

Fig. 9 shows that the accuracy of the AlexNet model after 

applied on the dataset comes out to be 90%. The value of 

the precision is 1 in case of No_DR stage. 

 

a) 

 

 

b) 

Fig. 10. VGG16 Confusion Matrix and Results 

Fig. 10 shows that the accuracy of the VGG16 model after 

applied on the dataset comes out to be 92%. The value of 

the precision is 1 in the case of Proliferate_DR stage. 

Fig. 11 shows that the accuracy of the ResNet50 model 

after applied on the dataset comes out to be 97%. The 

value of the precision is 1 in the case of Proliferate_DR 

stage. The fine-tuned pre-trained models demonstrated 

excellent performance. The training and validation 

accuracy rates continuously improved with each epoch. 

 

a) 

 

b) 

Fig. 11. ResNet50 Confusion Matrix and Results 

The loss curve also shows a decrease in both training and 

validation loss with each epoch. A comparative analysis 

was conducted with state-of-the-art algorithms, and the 

results are presented in Table 2. The ResNet50 algorithm 

outperformed other algorithms in the automatic detection 

of DR stages. 

 



International Journal of Intelligent Systems and Applications in Engineering IJISAE, 2023, 11(9s), 735–742 |  741 

Table 2. Result Comparison with other state of art-

techniques 

Author/ Year Model Accuracy 

[14], 2018 CNN 85.30 % 

[15], 2018 CNN 78.70 % 

[16],2018 CNN 86.10 % 

[17], 2018 DCNN 86.04 % 

[18], 2018  CNN 84.36 % 

[19], 2022 CNN 90.40 % 

[20], 2020 CNN 82.20 % 

[21], 2021 CNN 87.06 % 

[22],2022 

Proposed 

Transfer Learning 

Fine Tuned 

Transfer Learning 

96.60 % 

97.0  

 

5. Conclusion and Future Work 

We have proposed a method to automate the recognition 

and diagnosis of diabetic retinopathy using the concept of 

transfer learning in this article. Various pre-processing 

techniques are employed to enhance the quality of images. 

To overcome the issue of insufficient data, data 

augmentation techniques are utilized. Following pre-

processing and data augmentation, refined pre-trained 

models are used to classify DR levels. The features that 

appear in fundus images are extracted using three different 

architectures and then combined using transfer learning to 

improve the classification performance. Additionally, we 

applied different data augmentation techniques to each 

level of DR separately to produce a balanced dataset and 

enhance the effectiveness of the design. Finally, the study 

results were evaluated against various deep learning 

algorithms, and the findings were compared to 

conventional techniques. The technique showed excellent 

performance in various statistical accuracy measures. We 

plan to combine hand-engineered features with CNN to 

further improve the classification accuracy. 
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