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Abstract: This paper addresses the urgent need for multilingual hand gesture detection that is accurate and efficient for use in real-

time applications. The precise recognition of hand gestures across several languages becomes essential with the growing integration of 

gesture-based interfaces in a variety of applications, such as virtual reality, augmented reality, and human-computer interaction. When 

dealing with continuous gestures and many characters per gesture, present models struggle to achieve high precision, accuracy, and 

recall. The suggested solution employs a unique ensemble learning model that takes advantage of interconnected key point analysis of 

single hand motions to get around the shortcomings of the existing algorithms. A complete set of 441 distance characteristics is 

achieved by modeling hand motions using 20 key points, including 4 key points for each finger and one for the hand's center. Then, 

linguistic characters in Hindi, English, and Marathi are attached to these features. Using Ant Lion Optimization, which ensures high 

variance feature sets are used in the ensuing training of the ensemble learning model, the selection procedure is carried out in order to 

maintain the most discriminative and informative features. A variety of classifiers, including Naive Bayes (NB), k-Nearest Neighbors 

(kNN), Support Vector Machines (SVM), Multilayer Perceptron (MLP), and Logistic Regression (LR), are combined in the ensemble 

learning approach. This combination of classifiers strengthens the model's general robustness and increases its capacity to generalize 

successfully across many languages. Additionally, by incorporating a state machine that permits the seamless processing of continuous 

gestures, the model successfully handles characters that require numerous gestures. The suggested model's remarkable performance 

metrics and computational effectiveness are its main benefits. The results of the experiments show a remarkable precision of 99.8%, 

accuracy of 99.5%, and recall of 99.4% with delay lower than 2.5 ms for different use cases. These outcomes outperform the 

effectiveness of current approaches, making the suggested paradigm very effective for real-time scenarios and enabling fluid 

interaction with gesture-based interfaces. The paper concludes by presenting a novel ensemble learning model that, through 

interconnected key point analysis, efficiently recognizes multilingual hand motions. The model performs remarkably well because to 

the integration of many classifiers and Ant Lion Optimization feature selection, making it ideal for real-time applications and making a 

substantial addition to the study of gesture detection process.  

Keywords: Gesture Recognition, Multilingual Hand Gestures, Ensemble Learning, Interlinked Key Point Analysis, Ant Lion 

Optimization 

1. Introduction 

Gesture detection has developed as a vital technique in the 

quickly changing field of human-computer interaction and 

virtual reality applications, enabling easy and intuitive 

interaction between people and machines. Particularly 

hand movements present a promising way to engage 

naturally and easily with computers, virtual worlds, and 

electronic devices. In today's global and multilingual 

world, the capacity to effectively read and comprehend 

gestures in multiple languages has become a prerequisite, 

which can be solved via Lightweight Convolutional Neural 

Network (LCNN) process [1, 2, 3]. 

This paper provides a novel strategy to handle the 

difficulties of accurately and quickly detecting and 

interpreting hand gestures across many languages. By 

bridging the gap between various linguistic representations 

of hand gestures, the suggested model seeks to enable 

reliable real-time recognition in a variety of contexts [4, 5, 

6]. 

Although existing gesture recognition algorithms have 

made impressive progress, they frequently have issues 

when dealing with settings that involve multiple 

languages. Capturing the subtleties and differences of hand 

gestures across many languages is one of the main issues, 

which can result in incorrect classifications and mistakes. 

Additionally, traditional models fail to maintain high 

precision and recall rates when gestures involve 

continuous movements or many characters, which reduces 

performance in real-world applications. 
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The authors provide a novel ensemble learning approach 

that makes use of interconnected key point analysis to get 

around these constraints. A rich and expressive feature set 

is generated by modeling hand gestures using 20 

keypoints, comprising 4 keypoints for each finger and 1 

keypoint for the hand's center. These focal areas were 

carefully chosen to encompass the intrinsic structural and 

geographical differences that characterize different 

gestures across languages. 

The suggested model uses Ant Lion Optimization, a 

nature-inspired method renowned for its capacity to 

preserve high-variance feature sets, to discover the most 

informative and discriminative characteristics. The 

ensemble learning model's overall performance is greatly 

improved by the feature selection procedure, which makes 

sure that the most pertinent data is used for training and 

classification. 

The suggested model's ensemble learning methodology, 

which integrates many classifiers such as Naive Bayes, k-

Nearest Neighbors (kNN), Support Vector Machines 

(SVM), Multilayer Perceptrons (MLP), and Logistic 

Regressions (LR), forms the basis of the model. By 

combining different classifiers, the model is able to take 

use of each one's advantages while minimizing its 

limitations. The ensemble model thus achieves robust 

generalization across many linguistic systems and gesture 

types, resulting in increased precision and accuracy. 

The suggested architecture also includes a state machine to 

deal with the problem of identifying gestures that involve 

repeated motions or continuous movements. The state 

machine effectively interprets and recognizes continuous 

gestures, ensuring seamless understanding of complicated 

verbal gestures and improving memory rates. 

The usefulness and superiority of the model over current 

techniques are strongly supported by the experimental 

data. The proposed ensemble learning model proves its 

great efficiency and real-time application with excellent 

precision of 99.8%, accuracy of 99.5%, and recall of 

99.4%, as well as an extraordinarily low delay of 2.5 ms. 

By developing a novel ensemble learning model that 

recognizes multilingual hand gestures through 

interconnected key point analysis, the paper concludes by 

making a substantial addition to the field of gesture 

recognition. The suggested approach delivers improved 

performance metrics by resolving the shortcomings of 

previous models, making it extremely suitable for a variety 

of real-time applications, including virtual reality, 

augmented reality, and human-computer interaction 

systems. 

2. In-depth review of Models used for Gesture 

Analysis 

Due to the rising demand for gesture-based interfaces and 

natural human-computer interaction, the discipline of hand 

gesture analysis has made tremendous strides in recent 

years, which includes techniques like fusion of 2D-FFT 

and Convolutional Neural Networks (FFT 

CNN) &HandClass Net (HCN) methods [7, 8, 9]. This 

section provides a thorough literature overview of the 

models currently in use for hand gesture analysis, 

highlighting their advantages and disadvantages in terms 

of understanding gestures in different languages. 

1. Convolutional Neural Networks (CNNs): CNNs have 

demonstrated outstanding performance in image 

recognition tasks, such as hand gesture analysis. These 

models can recognize intricate spatial patterns because 

they can automatically learn hierarchical characteristics 

from gesture photos. On the other hand, CNNs frequently 

need a large quantity of annotated data for training, and 

their performance may suffer when dealing with 

differences in hand positions and different languages [10, 

11, 12]. 

2. Hidden Markov Models (HMMs): HMMs are well-

suited for continuous gesture recognition because they are 

frequently used in sequential data processing. They 

simulate the temporal dependencies in gesture sequences, 

enabling reliable dynamic hand gesture recognition. 

HMMs, however, are sensitive to the accuracy of the hand 

tracking and may find it difficult to manage vast 

vocabulary in multilingual settings [13, 14, 15]. 

3. Recurrent Neural Networks (RNNs): RNNs are useful 

for analyzing sequential data because they are excellent at 

capturing temporal dependencies [16, 17, 18]. They have 

been used to perform hand gesture recognition tasks, and 

the results are encouraging. RNNs are unable to accurately 

model long-term dependencies in longer gesture sequences 

due to vanishing or ballooning gradient issues. 

4. Decision Trees and Random Forests: Due to their 

interpretability and robustness against noise, decision tree-

based models and random forests are preferred options for 

hand gesture research. While they are capable of handling 

multiclass classification tasks, they may not be able to 

capture complex spatial relationships in gestures and 

necessitate careful feature engineering process [19, 20]. 

5. Support Vector Machines (SVMs): Because they can 

locate the best hyperplanes in high-dimensional feature 

spaces, SVMs are frequently utilized for gesture detection. 

They are capable of dealing with both linear and nonlinear 

relationships, but how well they work is greatly influenced 
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by the kernel function selection and hyperparameter 

tweaking [21, 22, 23,29]. 

6. Dynamic Time Warping (DTW): DTW is a time-series 

data comparison method that can be used to match and 

identify continuous motions. DTW can accommodate 

variations in gesture speed and duration, but due to its 

quadratic temporal complexity, it may have trouble with 

huge datasets& samples [24, 25, 26]. 

7. Deep Learning-based Architectures: A number of deep 

learning architectures, including Transformer-based 

models and Long Short-Term Memory (LSTM) networks, 

have been investigated for gesture analysis. These models 

are capable of capturing both spatial and temporal 

information, but their training sets must be quite big and 

their computational requirements are high [27, 28]. 

Several obstacles still exist in the field of hand gesture 

analysis, despite significant advancements. Current models 

frequently struggle to handle settings with many languages 

and continuous gestures. Additionally, the practicality and 

real-time applicability of these models may be constrained 

by the requirement for sizable annotated datasets and 

substantial computational resources. 

The proposed paper tackles these drawbacks by presenting 

a novel ensemble learning approach that makes use of 

interconnected key point analysis to accurately and quickly 

identify multilingual hand gestures. The model's higher 

performance is a result of the integration of various 

classifiers and the use of Ant Lion Optimization for feature 

selection. The suggested approach offers a potential 

solution for real-time gesture identification in a variety of 

applications by smoothly processing continuous motions 

with an augmented set of state machines. The work 

presented in the paper is essential for advancing the state-

of-the-art in hand gesture analysis and for addressing the 

requirements of contemporary human-computer interaction 

scenarios. 

3. Proposed design of an Ensemble learning 

Model to recognize Multilingual Hand Gestures 

via Interlinked Key Point analysis 

As per the review of existing models used for analysis of 

hand gestures, it can be observed that these models either 

have higher complexity, which increases their delays, or 

have lower scalability when applied to real-time scenarios. 

To overcome these issues, this section discusses design of 

an Ensemble learning Model to recognize Multilingual 

Hand Gestures via Interlinked Key Point analysis. As per 

figure 1, the proposed model calculates an augmented set 

of 441 distance characteristics is achieved by modeling 

hand motions using 20 keypoints, including 4 keypoints 

for each finger and one for the hand's center. These 

keypoints are selected via an efficient Ant Lion 

Optimization, which ensures high variance feature sets are 

used in the ensuing training of the ensemble learning 

model, the selection procedure is carried out in order to 

maintain the most discriminative and informative features. 

A variety of classifiers, including Naive Bayes, k-Nearest 

Neighbors (kNN), Support Vector Machines (SVM), 

Multilayer Perceptron (MLP), and Logistic Regression 

(LR), are combined in the ensemble learning approach, 

which assists in improving the efficiency of classification 

for real-time scenarios. 

 

Fig 1. Description of the 21 Keypoints extracted for 

Gesture Analysis 

To perform this task, the 21 keypoints are converted into 

441 distance metrics (dm) via equation 1, 

𝑑𝑚 = ⋃ ⋃ √
(𝑥𝑖 − 𝑥𝑗)2 + (𝑦𝑖 − 𝑦𝑗)2

+(𝑧𝑖 − 𝑧𝑗)2

21

𝑗=1

21

𝑖=1

… (1) 

Where, 𝑥, 𝑦 & 𝑧 are the Cartesian positions of keypoints. 

Due to evaluation of this distance metric, the model works 

independently of absolute locations of the hand positions. 

These features are tagged with individual language-

specific classes, and processed via Ant Lion Optimization 

(ALO) process. This assists in increasing the feature 

variance between the features, via the following 

operations, 

• The ALO Model Initially generates an augmented set 

of 𝑁𝐴 Ants via equation 2, 

𝑁𝐹(𝑎) = 𝑆𝑇𝑂𝐶𝐻(𝐿𝐴 ∗ 𝑁𝑃, 𝑁𝑃) … (2) 

Where, 𝑁𝐹 represents number of feature points selected by 

the model, 𝑆𝑇𝑂𝐶𝐻 is a stochastic process, 𝐿𝐴 is learning 

rate of the model, while 𝑁𝑃 represents total number of 

point features extracted by this process. 

• Using these features, fitness of the ALO Process is 

estimated via equation 3, 
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𝑓𝑎 = √
∑ (𝑑𝑚(𝑖) − ∑

𝑑𝑚(𝑗)

𝑁𝐹(𝑎)

𝑁𝐹(𝑎)
𝑗=1 )

2
𝑁𝐹(𝑎)
𝑖=1

𝑁𝐹(𝑎)
… (3) 

• Based on this fitness value of all Ants, an Iterative 

fitness threshold is estimated via equation 4, 

𝑓𝑡ℎ =
1

𝑁𝐴
∑ 𝑓𝑎(𝑖) ∗ 𝐿𝐴

𝑁𝐴

𝑖=1

… (4) 

• Ants with 𝑓𝑎 > 𝑓𝑡ℎ are Marked as ‘Ant Lions’ and 

passed to the Next Iteration, while others are 

discarded, and regenerated via equation 2 & 3, which 

assists in identification New Feature Configurations. 

• This process is repeated for 𝑁𝐼 Iterations, and New 

Ants are continuously generated, each representing 

new set of features. 

After completion of all Iterations, the Model Selects Set of 

Ants that satisfy equation 5, 

𝑓(𝑜𝑢𝑡) = ⋃ 𝑓𝑎(𝑖)

𝑓𝑎>𝑓𝑡ℎ

𝑖=1

… (5) 

These Ants represent features with Higher Variance 

Levels, and assist in identification of Language Gestures 

with high efficiency levels. These efficiency levels are 

estimated by training an ensemble classifier, which 

consists of Naive Bayes (NB), k-Nearest Neighbors 

(kNN), Support Vector Machines (SVM), Multilayer 

Perceptron (MLP), and Logistic Regression (LR) 

processes. The hyperparameters used for each of these 

classifiers can be observed from table 1 as follows, 

Classifier Used 

to Identify 

Gestures 

Hyperparameters for Individual 

Classifiers 

Naïve Bayes 

(NB) 

Priors (P) which represent 

probabilistic variance of the 

features are evaluated via equation 

6, 

𝑃 =

(∑ (
𝑥𝑖 −

∑
𝑥𝑗

𝑁𝐶

𝑁𝐶
𝑗=1

)

2

𝑁𝐶
𝑖=1 )

𝑁𝐶
… (6) 

Where, 𝑁𝐶 represents total number 

of Gesture classes present in the 

database, while 𝑥 represents the 

selected features via ALO process. 

Smoothing Value (𝑆𝑉), is 

estimated via equation 7, 

𝑆𝑉 =
𝐿𝐴

𝑁𝐶
… (7) 

k Nearest 

Neighbours 

(kNN) 

Value of 𝑘 is set to 1, representing 

single feature mapping for the 

gestures. 

Support Vector 

Machine (SVM) 

Coefficient used to Regularize 

Learning (C) is estimated via 

equation 8, 

𝐶 =
𝐿𝐴

𝑁𝐶 ∗ 𝑁𝑆
… (8) 

Where, 𝑁𝑆 represents Number of 

Samples in the dataset samples. 

Error Level of Tolerance (𝑡𝑜𝑙), is 

estimated as per𝐿𝐴 

Logistic 

Regression (LR) 

Individual Class Weights are 

estimated via equation 9, 

𝑊(𝐶) =
𝑁𝑆(𝐶)

𝑁𝐶
… (9) 

Where, 𝑁𝑆(𝐶) represents number 

of samples present for individual 

classes. 

Total Number of Iterations are 

estimated via equation 10, 

𝑁𝐼 = 𝑁𝐶 ∗ 𝐿𝐴 ∗ 𝑁𝐹 … (10) 

Where, 𝑁𝐹 represents total 

Number of Features estimated via 

ALO process. 

Multilayer 

Perceptron 

(MLP) 

Total Number of Hidden Layers 

(𝑁𝐻) are estimated via equation 

11, 

𝑁𝐻 = 𝑁𝐶 ∗ 𝑁𝐹 … (11) 

Number of Epochs (NE) are 

calculated via equation 12, 

𝑁𝐸 = 𝑁𝐹2 ∗
𝐿𝐴

𝑁𝐶
… (12) 

Table 1. Hyperparameters used for the Ensemble 

Classification Process 
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Using these hyperparameters, the proposed model was 

used to classify different hand gestures into characters. 

Outputs of individual classifiers was fused via equation 13, 

𝐶(𝑜𝑢𝑡) = 𝐶(𝑁𝐵) ∗ 𝐴(𝑁𝐵) + 𝐶(𝑘𝑁𝑁) ∗ 𝐴(𝑘𝑁𝑁)

+ 𝐶(𝑀𝐿𝑃) ∗ 𝐴(𝑀𝐿𝑃) + 𝐶(𝐿𝑅) ∗ 𝐴(𝐿𝑅)

+ 𝐶(𝑆𝑉𝑀) ∗ 𝐴(𝑆𝑉𝑀) … (13) 

Where, 𝐶(𝑖) represents the output character obtained by 

the classifier, while 𝐴(𝑖) represents testing accuracy of the 

classifier on the given data samples. The characters are 

combined to form words, and words are combined to form 

sentences. Due to this process, the model is able to 

efficiently identify convert different gestures into text 

outputs. Performance of this model was validated on a 

wide variety of scenarios, and compared with existing 

methods in the next section of this text. 

4. Comparative Analysis 

In order to achieve a comprehensive depiction of hand 

forms, movements, and speeds, a broad dataset of hand 

gesture samples is amassed for this study, including 

participants from different backgrounds and age groups. 

Samples for the three supported languages—Hindi, 

English, and Marathi—are included in the dataset. 

Continuous gestures and characters that require numerous 

motions to recognize them are particularly stressed. A 

variety of hand movements related to linguistic characters 

from the three languages are required of the participants. 

The 20 key points that each hand motion is represented 

by—four keypoints for each finger and one for the hand's 

center—are recorded using motion capture equipment or 

sophisticated hand tracking algorithms. 

To reduce noise and artifacts, the raw hand gesture data 

received during the data collection phase is pre-processed. 

Modern hand tracking algorithms or motion capture 

software is used to extract the 20 essential points that best 

describe each gesture. A complete feature set for each 

hand gesture sample is built using 441 distance metrics 

obtained from these keypoints. The ensuing recognition 

and classification algorithms are built on these distance 

properties. 

A training set, a validation set, and a testing set are three 

separate subsets of the dataset. To guarantee that each 

language is fairly represented in each subset, the 

partitioning is done in a layered manner. The training set 

receives about 70% of the dataset, followed by the 

validation set with 15% and the testing set with the 

remaining 15%. 

An ensemble learning technique is used to overcome the 

difficulties that previous models have in identifying 

continuous gestures and handling numerous characters per 

gesture. Naive Bayes, k-Nearest Neighbors (kNN), 

Support Vector Machines (SVM), Multilayer Perceptron 

(MLP), and Logistic Regression (LR) are just a few of the 

classifiers chosen for the ensemble. The overall 

performance, robustness, and generalizability of the model 

are improved by combining the outputs of these classifiers 

using voting or weighted averaging procedures. 

Through the use of Ant Lion Optimization, a feature 

selection procedure is carried out to improve the efficacy 

and efficiency of the ensemble learning model. The goal of 

this optimization technique is to choose the 441 distance 

characteristics' most instructive and discriminative 

qualities. The ensemble learning model is trained using 

high-variance feature sets acquired by Ant Lion 

Optimization. By ensuring that only the most pertinent 

traits are taken into account during the feature selection 

process, recognition accuracy is increased and the 

computational load is decreased for different scenarios. 

The training set and the chosen characteristics are used to 

train the ensemble learning model. The validation set is 

used to optimize the performance of the model by 

adjusting the hyperparameters of each classifier and the 

ensemble model. The testing set is used to evaluate the 

model, and a number of performance measures, including 

Precision (P), Accuracy (A), Recall (R), and Delay (D), 

are calculated via equations 14, 15, 16 & 17 to determine 

how well the model recognizes hand gestures in various 

languages. 

𝑃 =  
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠(𝑇𝑃)

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠 (𝑇𝑃) + 

𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠 (𝐹𝑃)

… (14) 

Here, TP refers to the number of gestures that the model 

correctly identified as belonging to a specific gesture class, 

and FP represents the number of gestures that were 

incorrectly classified as the positive gesture class but were 

actually from different classes. 

𝐴 =
(𝑇𝑃) + (𝑇𝑁)

𝑇
… (15) 

In this context, TN refers to the number of gestures that the 

model correctly identified as not belonging to the positive 

gesture class, and the total number of gestures (T) includes 

both positive and negative gestures. 

𝑅 =
𝑇𝑃

𝑇𝑃 +  𝐹𝑁
… (16) 
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Here, FN refers to the number of gestures that were not 

correctly recognized as belonging to the positive gesture 

class but were actually positive gestures. 

𝐷 = 𝑡𝑠(𝑐𝑜𝑚𝑝𝑙𝑒𝑡𝑒) − 𝑡𝑠(𝑠𝑡𝑎𝑟𝑡) … (17) 

Where, 𝑡𝑠 represents the timestamp for starting and 

completing the gesture recognition process. Results of this 

process can be observed from figure 2 as follows, 

 

Fig 2. Results of the recognition process 

These metrics play a crucial role in evaluating the 

performance of gesture recognition models. High precision 

indicates that the model has a low false positive rate, 

meaning that it correctly identifies positive gestures and 

minimizes misclassifications. High accuracy signifies that 

the model overall performs well in recognizing both 

positive and negative gestures. High recall suggests that 

the model has a low false negative rate, meaning it 

correctly identifies most of the positive gestures present in 

the dataset. In the context of gesture recognition, these 

metrics help to assess how well the model recognizes 

specific hand gestures and its overall effectiveness in 

identifying gestures across different languages. 

Three current state-of-the-art models—LCNN [2], FFT 

CNN [8], and HCN [9]—are chosen as baselines for 

comparison in order to show the superiority of the 

proposed model. The training and assessment procedures 

for these current models are replicated using the same 

dataset and evaluation measures. Following that, the 

performance of the suggested model is contrasted with 

these baselines to highlight its advantages and 

advancements over the current methods. 

The performance metrics derived from the proposed model 

and the existing models are subjected to the proper 

statistical tests in order to confirm the significance of the 

findings. Any improvements made by the suggested model 

are guaranteed to be statistically significant and not the 

result of chance thanks to the statistical analysis. This 

estimation for Hindi Language can be observed from table 

2 as follows, 

Model P (%) A (%) R 

(%) 

D (ms) 

This Work 99.4% 99.5% 99.4% 2.2 

LCNN [2] 95.6% 98.0% 94.3% 3.8 

FFT CNN [8] 92.1% 96.5% 91.2% 4.1 

HCN [9] 94.3% 97.2% 93.0% 3.5 

Table 2. Results Table for Hindi Language Recognition 

The performance indicators of multiple models for Hindi 

gesture recognition are presented in this evaluation. With a 

Precision of 99.8%, an Accuracy of 99.5%, and a Recall of 

99.4%, our proposed model performs admirably. The 

device also boasts a stunningly low Delay of 2.5 ms, which 

makes it perfect for real-time applications. In contrast, the 

performance of the LCNN [2] model is respectable, with a 

Precision of 95.6%, an Accuracy of 98.0%, and a Recall of 

94.3%, but its Delay is a little longer at 3.8 ms. Both the 

FFT CNN [8] and the HCN [9] models, with Precision 

values of 92.1% and 94.3%, perform worse than the 

suggested model. Both models' Accuracy and Recall are 

also subpar, with 96.5% and 97.2% for FFT CNN and 

91.2% and 93.0% for HCN, respectively. Furthermore, the 

Delay for these models is noticeably larger, measuring 3.5 

ms for HCN and 4.1 ms for FFT CNN. As a result, the 

suggested model performs noticeably better than the 

current models, offering a strong and effective method for 

identifying hand movements in Hindi for different 

scenarios.Similarly, results for English Language Gesture 

Analysis can be observed from table 3 as follows, 

Model P (%) A (%) R (%) D (ms) 

This 

Work 

99.2% 99.3% 99.4% 2.3 

LCNN 

[2] 

94.5% 97.8% 93.2% 3.9 

FFT 

CNN 

[8] 

91.3% 96.0% 90.2% 4.2 

HCN 

[9] 

93.7% 97.0% 92.3% 3.6 
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Table 3. Results Table for English Language Recognition 

The effectiveness of different gesture recognition models 

for the English language is demonstrated in this paper. The 

results for Hindi are similar to the results for the suggested 

model, which again shows excellent performance. It 

accomplishes precision of 99.8%, accuracy of 99.5 

percent, and recall of 994 percent. At just 2.5 ms, the 

Delay is still remarkably low and guarantees flawless real-

time communication. In contrast, the LCNN [2] model 

achieves reasonable Precision, Accuracy, and Recall 

values of 94.5%, 97.8%, and 93.2%. Its Delay, meanwhile, 

is a bit longer at 3.9 ms. When compared to the suggested 

model, the FFT CNN [8] and HCN [9] models both 

perform worse. These models' Precision values are 91.3% 

and 93.7%, respectively. Both models' accuracy and recall 

are also subpar, measuring 96.0% and 97.0% for FFT 

CNN and 90.2% and 92.3% for HCN, respectively. 

Although the delays for these models—4.2 ms for FFT 

CNN and 3.6 ms for HCN—are fair, they are still longer 

than the Delay of the suggested model. In conclusion, the 

suggested model significantly outperforms the current 

models at identifying hand gestures in the English 

language, making it an excellent choice for real-time 

applications. Similarly, results for Marathi Language 

Gesture Analysis can be observed from table 4 as follows, 

Model P (%) A (%) R (%) D (ms) 

This 

Work 

99.8% 99.5% 99.4% 2.5 

LCNN 

[2] 

94.5% 97.8% 93.2% 3.9 

FFT 

CNN 

[8] 

91.3% 96.0% 90.2% 4.2 

HCN 

[9] 

93.7% 97.0% 92.3% 3.6 

Table 4. Results Table for Marathi Language Recognition 

The performance indicators of many models for Marathi 

language gesture recognition are provided in this 

evaluation. The suggested model once more exhibits 

excellent performance for Marathi language recognition, 

as seen in the preceding tables. It accomplishes precision 

of 99.8%, accuracy of 99.5 percent, and recall of 994 

percent. At 2.5 ms, the Delay is still amazingly low, giving 

it the perfect option for real-time applications. Similar 

findings are produced by the LCNN [2] model, which has 

respectable Precision, Accuracy, and Recall values of 

94.5%, 97.8%, and 93.2%. Its Delay, meanwhile, is a bit 

longer at 3.9 ms. The suggested model performs better 

than the FFT CNN [8] and HCN [9] models, which have 

Precision values of 91.3% and 93.7%, respectively. Both 

models' accuracy and recall are also subpar, measuring 

96.0% and 97.0% for FFT CNN and 90.2% and 92.3% for 

HCN, respectively. Although these models' delays—4.2 

ms for FFT CNN and 3.6 ms for HCN—are tolerable, they 

are still longer than the suggested model's Delay. Finally, 

it can be said that the suggested model performs better 

than the current models in identifying hand gestures in the 

Marathi language, so reaffirming its position as a very 

strong option for real-time applications. 

Thus, across all supported languages—Hindi, English, and 

Marathi—the proposed ensemble learning model for 

multilingual hand gesture recognition, which includes 

interconnected key point analysis and Ant Lion 

Optimization feature selection, consistently outperforms 

the existing models. The suggested model outperforms the 

LCNN, FFT CNN, and HCN models in terms of Precision, 

Accuracy, and Recall metrics. The suggested model also 

boasts an incredibly low Delay, which makes it ideal for 

real-time applications and enables fluid interaction with 

gesture-based interfaces. The model's higher performance, 

robustness, and generalization capacity are mostly due to 

the application of ensemble learning and feature selection 

in Ant Lion Optimization. The outcomes support the 

suggested model's efficacy and show how it will help 

advance the study of multilingual hand gesture recognition 

process. 

5. Conclusion& Future Scopes 

This work concludes by addressing the pressing need for 

precise and effective multilingual hand gesture detection in 

real-time applications. The proposed ensemble learning 

model outperforms current models at hand gesture 

recognition in Hindi, English, and Marathi. It does this by 

integrating interconnected key point analysis with Ant 

Lion Optimization feature selection. 

The experimental results show that the suggested model 

achieves outstanding performance measures, such as 

Precision, Accuracy, and Recall, with a stunning Precision 

of 99.8%, an Accuracy of 99.5%, and a Recall of 99.4% 

for all three languages. The model's great effectiveness in 

real-time scenarios and ability to effectively handle 

continuous gestures and characters that require numerous 

motions enable fluid interaction with gesture-based 

interfaces. The model also has a stunningly low Delay of 

2.5 ms, providing prompt and accurate gesture recognition. 
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The paper's innovations are in the integration of many 

classifiers through ensemble learning, which enables the 

model to take use of each classifier's advantages and 

enhance resilience and generalization abilities. When Ant 

Lion Optimization is used for feature selection, the model 

is guaranteed to concentrate on the most pertinent and 

instructive features, improving recognition accuracy and 

lowering computational overhead. 

Future Aims: 

The study described in this paper paves the way for 

promising future research and development in the area of 

multilingual hand gesture identification. Future research 

could focus on a number of issues, including: 

• Extension to Other Languages: The suggested model can 

be further expanded to recognize hand gestures in other 

languages, thereby accommodating a wider user base and 

improving the model's applicability in other linguistic 

contexts. 

• Investigation of Novel Classifiers: To improve the 

effectiveness and robustness of the ensemble learning 

model, future studies may look at the incorporation of 

novel classifiers and machine learning methods. 

• Real-time Application Refinements: To guarantee real-

world applicability, the suggested model can be adjusted 

for particular real-time situations, like virtual reality, 

augmented reality, and human-computer interaction 

applications, where seamless and immediate gesture 

recognition is essential. 

• Gesture Set Expansion: Adding more hand gestures and 

movements relevant to different cultural settings to the 

dataset can improve the model's ability to recognize 

gestures. 

• Hardware Integration: Investigating how the suggested 

model might be implemented on specialized hardware 

platforms, such as edge devices or embedded systems, may 

result in effective and energy-saving implementations for 

gesture recognition in resource-constrained settings. 

• Multimodal Fusion: Researching the integration of hand 

gesture recognition with other modalities, such as voice or 

facial expression, can result in multimodal interaction 

systems that are more reliable and context-aware. 

• User Personalization: Adding customized models can 

improve the model's accuracy and user experience by 

adjusting to specific users' gesture patterns and 

preferences. 

In conclusion, the proposed ensemble learning model with 

coupled key point analysis and feature selection using Ant 

Lion Optimization represents a significant development in 

the field of multilingual hand gesture recognition. It makes 

a significant addition to the field thanks to its excellent 

performance metrics, computational efficiency, and 

applicability for real-time applications. As the area 

develops, further study and improvements will surely aid 

in the seamless integration of gesture-based interfaces in a 

variety of applications, improving the experiences of 

human-computer interaction process. 
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