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Abstract: -The application of machine learning algorithms for the analysis and diagnosis of severe diseases 

using electrocardiogram (ECG) measurements is a key area of research in the field of healthcare. Investigating, 

evaluating, and comparing the performance of several machine learning algorithms for the detection and 

diagnosis of severe diseases using ECG data is the aim of this study. Among the methods considered are 

convolutional neural networks (CNN), decision trees, random forests, extra trees classifiers, dense models, and 

hybrid CNN-LSTM models. A detailed analysis of the body of work on machine learning, ECG signal 

processing, and healthcare applications is done at the outset of the project. In order to ensure a diverse 

representation of the target population, the study makes use of a painstakingly selected and annotated dataset 

that comprises ECG signals from both healthy persons and those with major disorders. When it comes to binary 

classification, the CNN and CNN-LSTM models consistently outperform other algorithms thanks to their high 

accuracy, F1-scores, and AUC-ROC values. These algorithms demonstrate their ability to accurately classify 

ECG signals into significant disease and non-disease categories. The results of the multiclass classification 

provide as additional proof of the CNN and CNN-LSTM models' superior accuracy and F1-scores when used to 

classify a wide range of illnesses. In conclusion, this research contributes to the field of healthcare analytics by 

providing a complete assessment and comparison of machine learning algorithms for the diagnosis and analysis 

of severe diseases using ECG data. The results demonstrate the effectiveness of the CNN and CNN-LSTM 

models in terms of achieving high accuracy and F1-scores, paving the way for their potential application in 

clinical praxis. The article offers recommendations for additional research and progress in the field of ECG 

signal processing as well as emphasises the challenges and considerations that must be made when putting these 

algorithms into operation. 
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Introduction: 

Electrocardiogram (ECG) signals may be used to 

identify and analyse serious disorders, which has 

long attracted attention in the medical community. 

The electrical activity of the heart is shown by the 

ECG signals, which also aid in the diagnosis of a 

number of cardiac illnesses and anomalies [1]. 

Healthcare personnel have historically manually 

interpreted ECG signals to analyse them, which 

may be time-consuming, subjective, and prone to 

human error. Machine learning techniques have 

advanced, creating new opportunities for 

automating the analysis and identification of 

serious illnesses using ECG readings [2]. Large 

volumes of ECG data may be used to train machine 
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learning algorithms to find patterns, trends, and 

abnormalities that human observers might not 

immediately notice. These algorithms may be used 

to create precise and effective models that help 

medical practitioners diagnose patients in a quick 

and accurate manner [3]. 

The goal of this study is to investigate, assess, and 

contrast how well different machine learning 

algorithms perform when used to analyse and 

diagnose serious illnesses using ECG data. Logistic 

regression, decision trees, random forests, 

additional trees classifiers, dense models, 

convolutional neural networks (CNN), and hybrid 

CNN-LSTM models are among the techniques 

being considered [4][5]. These methods were 

chosen for their possible usefulness to ECG signal 

processing as well as their extensive use in machine 

learning. The research starts with a thorough 

investigation of the prior literature on ECG signal 

processing and healthcare-related machine learning 

techniques [6]. The state-of-the-art methods, 

difficulties, and prospects in the discipline are 

discussed in this review [7]. It also aids in 

determining the knowledge and comprehension 

gaps that this research seeks to fill. 

 
Fig. 1. Taxonomy of ECG Signal Processing Using Deep Learning Model 

 

The study makes use of an expertly curated and 

annotated dataset made up of ECG signals from 

both healthy people and patients with serious 

illnesses [8]. The dataset includes a range of age 

groups, genders, and illness kinds to guarantee a 

broad representation of the target population. 

Preprocessing the ECG signals to eliminate noise, 

artefacts, and baseline drift ensures the accuracy of 

the data for further analysis [9]. Using strict 

experimental techniques, the machine learning 

algorithms are trained and assessed on the dataset.  

The research also identifies each algorithm's 

advantages and disadvantages. For instance, 

logistic regression provides interpretability and 

explainability, enabling doctors to comprehend the 

factors driving the categorization of diseases. In 

order to facilitate effective feature selection, 

decision trees offer flexibility in depicting 

complicated decision boundaries [10]. The 

ensemble-based resilience of the random forest and 

additional trees classifiers allows them to tolerate 

noisy and unbalanced datasets. High-performance 

classification is made possible by dense models, 

which use deep learning techniques to 

automatically extract pertinent characteristics from 

the ECG data. ECG signals' spatial dependencies 

and patterns are well-captured by CNN models, and 

hybrid CNN-LSTM models combine these 

advantages [11]. 

 

I. Literature Review 

The investigation done by [12] concentrated on 

applying machine learning techniques to 

automatically identify arrhythmias. then put forth a 

technique for feature extraction based on nonlinear, 

frequency-domain, and time-domain 

characteristics, and then used several machine 

learning algorithms to classify the data. The results 

indicated that the accuracy of arrhythmia detection 

was promising. Deep learning methods for ECG 

analysis were critically reviewed by [13] in their 

work. For tasks like arrhythmia detection and 

classification, they considered the usage of 

convolutional neural networks (CNNs) and 
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recurrent neural networks (RNNs). The benefits of 

deep learning in identifying intricate patterns in 

ECG data and obtaining high accuracy were 

underlined by the authors. [14] performed a 

thorough analysis of deep learning methods for 

classifying ECG signals. They talked on the use of 

several deep learning architectures, such as CNNs, 

RNNs, and hybrid models, in various ECG analysis 

tasks. The evaluation emphasised how deep 

learning might enhance the precision and 

effectiveness of ECG analysis. In [15], a radial 

basis function network-based nonlinear filtering 

method for analysing ECG signals was developed. 

They showed how the suggested technique 

effectively reduced noise and improved the quality 

of ECG readings. The outcomes demonstrated 

increased precision in identifying ECG 

abnormalities. [16] concentrated on utilising 

machine learning classifiers to diagnose atrial 

fibrillation automatically. They used methods for 

extracting features such the discrete wavelet 

transform (DWT), fast Fourier transform (FFT), 

and heart rate variability (HRV) analysis. The 

outcomes showed how machine learning may be 

used to precisely identify atrial fibrillation from 

ECG data. Deep neural networks were proposed in 

[17] as a method of automated heart sound anomaly 

identification. To distinguish between normal and 

pathological heart sounds, they trained deep neural 

networks using a time-frequency representation of 

heart sound data. The results demonstrated 

significant accuracy in identifying abnormalities in 

heart sounds, underlining the application of deep 

learning in this field. Collectively, these works 

show how much machine learning approaches have 

advanced the study of ECG signal analysis [18]. 

Deep learning methods [19], like CNNs and RNNs, 

have demonstrated considerable promise in 

identifying intricate patterns and enhancing the 

precision of ECG classification tasks. Additionally, 

feature extraction techniques and nonlinear filtering 

approaches have improved the effectiveness of 

classification algorithms and the quality of ECG 

data [20][21]. 

 

 

Methodology 

A. Convolutional Neural Network 
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Fig. 2. Proposed Methodology For EEG Signal Processing Using CNN 

a. Collect and preprocess ECG data: 

• Gather ECG signals from patients. 

• Preprocess the signals by filtering noise and 

artifacts. 

• Segment the signals into smaller windows or 

frames. 

b. Split the dataset: 

• Divide the preprocessed ECG data into training and 

testing sets. 

• Ensure a balanced distribution of classes in both 

sets. 

c. Design CNN architecture: 

• Determine the number of convolutional layers, 

pooling layers, and fully connected layers. 

• Decide the size and number of filters for each 

convolutional layer. 

• Choose the activation function for each layer (e.g., 

ReLU). 

• Define the output layer with the appropriate 

number of classes and activation function (e.g., 

softmax for multi-class classification). 

d. Compile the model: 

• Specify the loss function (e.g., categorical cross-

entropy) and optimizer (e.g., Adam). 

• Set the evaluation metrics (e.g., accuracy) for 

model performance measurement. 

e. Train the model: 

• Feed the training data to the model in mini-batches. 

• Compute the forward propagation and 

backpropagation to adjust the weights. 

• Iterate over multiple epochs to improve model 

performance. 

 

f. Evaluate the model: 

• Use the testing data to assess the model's 

performance. 

• Calculate metrics such as accuracy, precision, 

recall, and F1-score. 

• Generate a confusion matrix to analyze the 

classification results. 

g. Make predictions on new ECG signals: 

• Apply the trained CNN model to unseen ECG 

signals. 

• Classify each signal into the corresponding disease 

category. 

h. Analyze predictions to detect critical diseases: 

• Examine the predicted disease labels and associated 

probabilities. 

• Identify the presence of critical diseases based on 

predefined thresholds. 

i. Visualize results and provide diagnosis: 

• Display the ECG signals along with the predicted 

disease labels. 

• Provide an informative visualization of the 

classification results. 

• Offer a diagnostic report indicating the detected 

critical diseases. 

j. Monitor model performance and update as 

necessary: 

• Track the performance metrics of the model over 

time. 

• Monitor any changes in the ECG data or disease 

characteristics. 

• Fine-tune the model or retrain with new data to 

improve accuracy. 

 

B. Hybrid CNN – LSTM Model 
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Fig. 3. Proposed Methodology For EEG Signal Processing Using Hybrid CNN and LSTM Model 

 

a. Collect and preprocess ECG data. 

• Split the dataset into training and testing sets. 

b. Design the CNN architecture: 

• Input layer: Receive ECG signal data. 

• Convolutional layers: Extract features from the 

ECG signal. 

• Max pooling layers: Downsample the extracted 

features. 

• Flatten layer: Convert the 2D feature maps into a 

1D vector. 

c. Design the LSTM architecture: 

• Input layer: Receive the flattened feature vector 

from the CNN. 

• LSTM layers: Capture temporal dependencies in 

the data. 

•  Output layer: Produce the final classification. 

d. Combine the CNN and LSTM models into a 

hybrid model. 

• Compile the hybrid model with an appropriate loss 

function and optimizer. 

e. Train the hybrid model on the training data: 

• Feed ECG signal data into the CNN part of the 

model. 

• Pass the output of the CNN to the LSTM part of the 

model. 

• Adjust the model weights based on the error 

between predicted and actual outputs. 

f. Evaluate the hybrid model on the testing data: 

• Feed ECG signal data into the trained model. 

• Obtain predicted classifications. 

• Compare predicted classifications with actual 

labels to assess model performance. 

g. Analyze the predictions to detect critical 

diseases: 

• Identify patterns or abnormalities in the predicted 

classifications. 
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• Apply domain-specific knowledge to interpret the 

results. 

h. Visualize the results and provide diagnosis: 

• Generate visualizations (e.g., ECG plots, 

classification heatmaps) for better understanding. 

• Provide diagnostic insights based on the model's 

predictions. 

i. Monitor the model's performance and update as 

necessary: 

• Track model accuracy, precision, recall, and other 

relevant metrics. 

• Collect additional data to improve model 

performance. 

• Fine-tune the model architecture or 

hyperparameters if needed. 

C. Comparison and Analysis 

Method Characteristics 

Logistic Regression - Linear classifier 

- Simple and interpretable model 

- Assumes a linear relationship between features and the log-odds of the outcome 

- Limited capacity to capture complex nonlinear relationships 

Decision Tree - Nonlinear classifier 

- Capable of handling both categorical and numerical features 

- Able to capture complex nonlinear relationships between features and the target 

variable 

- Prone to overfitting if the tree becomes too deep or the dataset has noisy or 

irrelevant features 

Random Forest - Ensemble method combining multiple decision trees 

- Reduces the risk of overfitting compared to a single decision tree 

- Capable of handling large datasets and high-dimensional feature spaces 

- Provides estimates of feature importance 

Extra Trees 

Classifier 

- Ensemble method with additional randomness in tree construction 

- Builds a large number of decision trees with random splits 

- Reduces variance and bias compared to Random Forest 

- Requires more trees than Random Forest to achieve similar performance 

Dense Model - Neural network model with densely connected layers 

- Capable of capturing complex nonlinear relationships 

- Requires large training data and computational resources 

- Suitable for large-scale classification problems and deep learning applications 

CNN (Convolutional 

Neural Network) 

- Specifically designed for grid-like structures (e.g., ECG signals) 

- Uses convolutional layers for feature extraction 

- Suitable for capturing spatial dependencies and patterns in images 

- Requires large training data and computational resources 

Hybrid CNN-LSTM - Combines strengths of CNN and LSTM models 

- CNN for feature extraction from input signals 

- LSTM for capturing temporal dependencies and sequence information 

- Suitable for sequential data analysis, including time series and ECG signals 

- Requires more computational resources and training data compared to individual 

CNN or LSTM models 

 

 

 

 

 

 

 

 

 



International Journal of Intelligent Systems and Applications in Engineering                   IJISAE, 2023, 11(10s), 217–232 |  223 

II. Proposed System 

A. Convolution Neural Networks (CNN) 

 

 
Fig. 4. Components of CNN Model 

 

a. Convolutional Layers: 

o we have L convolutional layers, denoted by C1, 

C2, ..., CL. 

o Each convolutional layer Ci has K_i filters of size 

(F_i, D_i), where K_i is the number of filters and 

(F_i, D_i) represents the filter dimensions (F_i is 

the filter width, and D_i is the filter depth). 

o The output of each convolutional layer is computed 

as follows: 

▪ Convolution operation: Z_i = Convolve(X, W_i) + 

b_i, where W_i is the weight matrix of size (F_i, 

D_i, N), b_i is the bias vector of size (K_i,), and 

Z_i is the output feature map. 

▪ Activation function: A_i = Activation(Z_i), where 

Activation() is a non-linear activation function such 

as ReLU or sigmoid. 

b. Pooling Layers: 

o we have P pooling layers, denoted by P1, P2, ..., 

PP. 

o Each pooling layer Pi performs down-sampling on 

the output feature maps of the previous 

convolutional layer. 

o The pooling operation reduces the spatial 

dimensions of the feature maps while retaining 

important information. 

o Common pooling techniques include max pooling 

or average pooling. 

c. Flattening: 

o After the last pooling layer, the feature maps are 

flattened into a 1D vector. 

o The flattened vector is denoted as F and has a size 

of (M,), where M represents the total number of 

features. 

d. Fully Connected Layers: 

o we have Q fully connected layers, denoted by FC1, 

FC2, ..., FCQ. 

o Each fully connected layer FCj has N_j neurons. 
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o The input to the first fully connected layer FC1 is 

the flattened vector F. 

o The output of each fully connected layer FCj is 

computed as follows: 

▪ Linear transformation: Z_j = W_j * A_j-1 + b_j, 

where W_j is the weight matrix of size (N_j, N_j-

1), b_j is the bias vector of size (N_j,), and A_j-1 is 

the input from the previous layer. 

▪ Activation function: A_j = Activation(Z_j). 

e. Output Layer: 

o The final fully connected layer FCQ is followed by 

an output layer. 

o For the detection and analysis of critical diseases, 

the output layer can have C neurons, where C 

represents the number of classes (diseases). 

o The output layer computes the class probabilities 

using a suitable activation function, such as 

softmax. 

f. Loss Function: 

o The loss function is used to measure the difference 

between the predicted class probabilities and the 

true labels. 

o Common loss functions for multi-class 

classification include categorical cross-entropy or 

softmax loss. 

g. Optimization: 

o The model parameters, including the weights and 

biases, are optimized using an optimization 

algorithm such as stochastic gradient descent 

(SGD) or Adam optimizer. 

o The objective is to minimize the loss function by 

iteratively updating the parameters based on the 

gradients. 

h. Evaluation and Prediction: 

o Once the model is trained, it can be evaluated using 

evaluation metrics such as accuracy, precision, 

recall, and F1-score on a separate test dataset. 

o For prediction on new, unseen ECG signals, the 

model takes the input ECG signal, passes it through 

the network, and generates the predicted class 

probabilities. 

 

B. Hybrid CNN-LSTM 

a. Input: 

• ECG signal data represented as a time-series 

sequence: X = [x1, x2, ..., xn] 

• Class labels for the ECG signals: Y = [y1, y2, ..., 

yn] 

b. Convolutional Neural Network (CNN) Layers: 

• Convolutional Layer: 

o Input: X 

o Convolution operation: Conv_out = 

Convolution(X) 

o Activation function: Apply ReLU activation 

function to Conv_out 

 

c. Max Pooling Layer: 

o Input: Conv_out 

o Max pooling operation: Pool_out = 

MaxPooling(Conv_out) 

d. LSTM (Long Short-Term Memory) Layer: 

o Input: Pool_out 

e. LSTM operations: 

o Initialize LSTM memory cell states 

o Iterate over each time step in Pool_out and update 

the LSTM states 

o Final LSTM output: LSTM_out 

f. Fully Connected Layer: 

o Input: LSTM_out 

o Flatten LSTM_out to a 1D vector 

g. Dense operations: 

o Weighted sum: Dense_out = 

WeightedSum(LSTM_out) 

o Activation function: Apply ReLU activation 

function to Dense_out 

h. Output Layer: 

o Input: Dense_out 

o Softmax operation: Apply Softmax function to 

Dense_out to obtain class probabilities 

o Predicted class: Select the class label with the 

highest probability 

i. Training: 

o Loss Function: Categorical Cross-Entropy 

o Optimization Algorithm: Gradient Descent (e.g., 

Adam) 

o Backpropagation: Update the weights and biases of 

the network based on the computed gradients 

The above mathematical model outlines the step-

by-step process for using a hybrid CNN-LSTM 

architecture to detect and analyze critical diseases 

from ECG signals. Each layer performs specific 

operations on the input data, and the parameters 

(weights and biases) are updated during the training 

phase to optimize the model's performance. 
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Results and Discussion 

A. MIT-BIH Arrhythmia Database  

Dataset MIT-BIH Arrhythmia Database 

Description Dataset for detecting and classifying arrhythmias from ECG signals 

Source Kaggle  

Total 

Heartbeats 

109,446 

Patients 47 

Training Set "mitbih_train.csv" 

Test Set Not specified 

Data Format CSV 

Features ECG signal (voltage values) 

Classes N (normal), S (supraventricular premature beat), V (ventricular premature beat), F (fusion of 

ventricular and normal beat), Q (unknown) 

Data 

Preprocessing 

Noise removal, artifact removal, feature extraction 

Application Arrhythmia detection and classification 

Research Use Evaluation of algorithms, development of arrhythmia detection models 

Advantages Large and diverse dataset, realistic representation of arrhythmias 

Limitations Limited test set availability, potential data imbalance 

 

Table 1. MIT-BIH Arrhythmia Database 

 

 
Fig. 5. Dataset Samples 

 

B. Dataset Distribution 

a. Multi Class Distribution 

 
Fig. 6. Multiclass Distribution 

 

https://www.kaggle.com/datasets/shayanfazeli/heartbeat?select=mitbih_train.csv
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b. Binary Class Distribution 

 
Fig.7. Binary Class Distribution 

 

C. CNN Model 

 
Fig.11. CNN Model 
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D. Hybrid CNN - LSTM  

 
Fig. 12. Hybrid CNN-LSTM Model 

 

E. Multiclass Classification 

 
 

Fig. 13. Comparison of Performance Parameters of Multiclass Classification Using ML and DL 

Models 

 

Table 2 and Figure 13, show the findings, and it is 

clear that the Hybrid CNN - LSTM model obtained 

the highest F1-Score (macro) of 91, demonstrating 

its accuracy in categorising ECG signals for 

important illness diagnosis. This model has a high 

F1-Score (weighted) of 99, which demonstrates 

how well it can handle unbalanced class 

distributions. The CNN + LSTM model's accuracy, 

which is 99.12%, further illustrates its exceptional 

performance. Comparatively speaking, the other 

algorithms likewise produced impressive outcomes. 

With F1-Scores (macro) of 77 and 81, respectively, 
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and excellent accuracy rates of 96.49% and 

96.11%, the Random Forest (RF) and Extra Trees 

Classifier (ETC) models performed well. With an 

F1-Score (macro) of 86 and an accuracy of 98.02%, 

the CNN model performed better. Lower F1-Scores 

for the Logistic Regression (LR) and Decision Tree 

(DT) models show a need for improvement. The 

F1-Score (weighted) accounts for class disparities 

by giving the minority classes a larger weight. The 

CNN + LSTM model fared better than all other 

algorithms in this regard, followed by the CNN, 

ETC, RF, DT, and LR models. These findings 

demonstrate the potency of deep learning models, 

especially the CNN + LSTM architecture, for 

analysing and identifying life-threatening disorders 

from ECG data. Convolutional neural networks and 

recurrent neural networks function well together 

because they can capture spatial and temporal 

relationships in the ECG data, which enhances 

performance. 

Algorithms F1-Score 

(macro) 

F1-Score 

(weighted) 

Accuracy 

LR 50 92 83.54 

DT 67 92 92.04 

RF 77 96 96.49 

ETC 81 96 96.11 

CNN 86 97 98.02 

CNN + LSTM 91 99 99.12 

Table 2. Comparison of Performance Parameters of Multiclass Classification Using ML and DL 

Models 

 

 
Fig. 14. Comparison of Performance Parameters of Multiclass Classification Using ML and DL 

Models 
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F. Binary Classification 

 
Fig. 15. Comparison of Performance Parameters Binary Classification Using ML and DL Models 

 

It is clear from the findings in Table 3 and Figure 

16 that all algorithms successfully completed the 

binary classification job. The model with the 

highest F1-Score (macro) of 96 and amazing 

accuracy of 99.21% was Hybrid CNN + LSTM. 

This demonstrates the model's accuracy in 

identifying critical and non-critical illnesses based 

on ECG data. With an F1-Score (macro) of 95 and 

an accuracy of 97.85%, the CNN model likewise 

performed quite well. High F1-Scores (macro) of 

93 and 94 were attained by the Random Forest 

(RF) and Extra Trees Classifier (ETC) models, 

respectively, coupled with accuracy rates of 

95.81% and 96.68%. These findings demonstrate 

the potency of ensemble learning techniques for 

categorising ECG data into two categories. While 

achieving reasonable results, the Logistic 

Regression (LR) and Decision Tree (DT) models 

exhibited somewhat lower F1-Scores, with F1-

Scores (macro) of 78 and 89, and accuracies of 

91.17% and 92.04%, respectively. Class 

imbalances are taken into consideration and a more 

thorough evaluation metric is provided by the F1-

Score (weighted). The CNN + LSTM model fared 

better in this situation than any other algorithm, 

followed by the CNN, ETC, RF, DT, and LR 

models. The F1 scores and accuracy in the binary 

classification challenge show that machine learning 

algorithms, particularly deep learning models, are 

effective at correctly identifying and analysing 

important illnesses from ECG data. These results 

highlight the clinical applicability of these 

algorithms, such as the early identification and 

diagnosis of heart problems. 

 

Algorithms F1-Score 

(macro) 

F1-Score 

(weighted) 

Accuracy 

LR 78 91 91.17 

DT 89 94 92.04 

RF 93 97 95.81 

ETC 94 97 96.68 

CNN 95 98 97.85 

CNN + LSTM 96 99 99.21 

Table 3. Comparison of Performance Parameters Binary Classification Using ML and DL Models 
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Fig. 16. Comparison of Performance Parameters Binary Classification Using ML and DL Models 

 

Conclusion 

As can be observed from the findings, the Hybrid 

CNN - LSTM model has the highest F1-Score 

(macro) of 91, demonstrating its accuracy in 

identifying ECG signals for important illness 

identification. This model demonstrates its 

versatility by having a high F1-Score (weighted) of 

99. It can handle unequal class distributions. The 

CNN + LSTM model's 99.12% accuracy further 

exemplifies its exceptional performance. The other 

algorithms likewise produced impressive results in 

comparison. The F1-Scores (macro) of 77 and 81, 

respectively, for the Random Forest (RF) and Extra 

Trees Classifier (ETC) models, with respectable 

accuracy rates of 96.49% and 96.11%, were good. 

With an F1-Score (macro) of 86 and an accuracy of 

98.02%, the CNN model performed better. Lower 

F1-Scores for the Logistic Regression (LR) and 

Decision Tree (DT) models suggest that they need 

to be improved. The F1-Score (weighted) provides 

the minority classes a larger weight to account for 

class inequalities. The CNN + LSTM model fared 

better than all other algorithms in this regard, 

followed by the CNN, ETC, RF, DT, and LR 

models. These studies show the efficiency of deep 

learning models, especially the Hybrid CNN - 

LSTM architecture, for evaluating and detecting 

life-threatening disorders using ECG data. Because 

they can detect spatial and temporal connections in 

the ECG data, convolutional and recurrent neural 

networks operate better together. The outcomes 

show that every algorithm successfully completed 

the binary classification challenge. The best F1-

Score (macro) of 96 and incredible accuracy of 

99.21% go to the CNN + LSTM model. This 

demonstrates how well the model does when 

utilising ECG data to categorise illnesses into 

critical and non-critical ones. With an F1-Score 

(macro) of 95 and an accuracy of 97.85%, the CNN 

model likewise did well. Models with high F1-

Scores (macro) of 93 and 94 and accuracy rates of 

95.81% and 96.68%, respectively, are Random 

Forest (RF) and Extra Trees Classifier (ETC). 

These findings demonstrate the potency of 

ensemble learning techniques for categorising ECG 

data into two categories. Although the F1-Scores 

(macro) of the Logistic Regression (LR) and 

Decision Tree (DT) models were slightly lower and 

their accuracies were 91.17% and 92.04%, 

respectively, they also delivered respectable results. 

The F1-Score (weighted) offers a more thorough 

evaluation metric while taking class imbalances 

into consideration. The CNN + LSTM model 

outperformed the CNN, ETC, RF, DT, and LR 

models in this instance. The binary classification 

challenge's accuracy and F1 scores show that deep 

learning models, in particular, are effective at 

correctly recognising and assessing important 

illnesses from ECG data. These results illustrate the 

potential clinical applications of these algorithms, 

including the early identification and diagnosis of 

heart problems. 
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