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Abstract: Lung cancer is consistently classified as the most dangerous form of the disease since the beginning of recorded history. Patients 

with lung cancer who receive appropriate medical care, such as a low-dose CT scan, have a far better chance of survival since the disease 

is detected and diagnosed early. Nonetheless, there are certain drawbacks to this attempt. The gene expression level in hundreds of genes 

or cells within each tissue may now be determined because of developments in DNA microarray technology. Even though machine learning 

(ML) is rapidly being used in the medical field for lung cancer detection, the shortage of interpretability of these models remains a 

significant hurdle. Machine learning can be used to analyze gene expression data (DNA microarray) to predict whether or not a patient has 

lung cancer. The Collective Random Forest and Adaptive Boosting were employed to determine who was responsible for the harm. KPCA, 

or Kernel principal component analysis, was used for the feature reduction procedure. We calculated the correlation between each feature 

and the target using the statistical parameters provided by KPCA. Determining the proportion of the correct predictions for a given data set 

is one way to calculate the accuracy of a classification model. We tested the validity of the proposed technique in this work using a dataset 

including information about lung cancer. The dataset includes GSE4115 from the Gene Expression Omnibus (GEO) database, as well as 

the expression profiles it contains. The findings demonstrate the Identification of Lung Cancer (IOLC) model's potential to detect lung 

cancer in terms of accuracy, precision, recall, F-Measure, and error rate, with results indicating an accuracy of 81%, the precision of 81.2%, 

recall of 78.9%, F-Measure of 77.7%, and error rate of 0.29%, respectively. 
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1. Introduction 

Cancer is a disease that causes cell destruction in the 

body. Cells develop and increase in a controlled manner; 

nevertheless, this control may fail if an error occurs in the 

cell's genetic blueprints. A variety of factors can cause 

this mistake. Lung cancer is the most common and lethal 

malignant tumor seen worldwide. In 2012, around 

1,800,000 new lung cancer cases were detected, with 

1,600,000 people dying due to the condition. Lung cancer 

is more common in women and is the leading cause of 

cancer death. Although smoking is the primary cause of 

lung cancer, around 15% of male and 53% of female lung 

cancer patients did not smoke. Furthermore, it is 

estimated that 25% of lung cancer patients worldwide did 

not get the disease due to smoking. Previously, the 

primary resource in biology was gene networks GNs [1], 

commonly depicted as graphs with nodes and rods, with 

nodes representing genes and rods signifying gene 

interactions. These rods may be assigned a numerical 

number or weight based on the strength of the 

relationships between the parties involved. As a result, 

GNs can uncover genes linked with biological processes 

and their interactions, providing a complete picture of the 

processes under inquiry. GNs are widely utilized in many 

fields,inquiry. GNs are widely utilized in many fields, 

including but not limited to biology, healthcare, and 

bioinformatics.   

Furthermore, when it comes to non-smokers have a 

different carcinogenic pathway, clinic pathological 

features, epidemiology, and natural history than smokers. 

Lung cancer is the most common type diagnosed 

worldwide and the leading cause of cancer fatalities 

wheezing, hoarseness, chest tightness, coughing, and 

spitting up blood are all indications of lung cancer. 

Indications and symptoms include chest discomfort, 

shortness of breath, and wheezing [2]. To avoid this 

dreadful situation, we require machine learning 

algorithms to aid in the early detection and prevention of 

lung cancer. Treatments can be more effective and less 

likely to recur if started early in lung cancer [3]. As a 

result, preventative lung cancer screening and detection 

may be therapeutically beneficial, particularly for patients 

with undiagnosed lung disease. Experiments have 

uncovered the genes responsible for lung cancer 

mutagenicity and pathogenesis, albeit most genes have 

only a tenuous link to the disease. To determine whether 

a gene is linked to lung cancer, one must run several trials, 

which would necessitate a considerable financial 

commitment. 

On the other hand, machine learning (ML) algorithms can 

prioritize disease-triggering genes where their significant 
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studies offer the ability to uncover the association amid 

cancer identification genes. These findings can potentially 

be used in the early detection of cancer. In particular, 

successful ML approaches are described works. These 

algorithms include artificial neural network-based 

computer-aided diagnosis [4, 5], ensemble approaches [6, 

7], and hybrid methods. 

Because of its extensive prevalence, it has been examined 

for cancer biomarkers that can predict a disease's 

prognosis. To be more exact, lung carcinoma is one of the 

most common types of cancer, with tobacco use 

accounting for over 85 percent of cases. Regrettably, the 

vast majority of instances are fatal. This is due, in part, to 

a delayed diagnosis, which necessitates specialized 

medical procedures such as bronchoscopy. As a result, 

lung cancer biomarkers are seen as critical in the disease's 

early identification; as a response, numerous initiatives 

have investigated non-invasive approaches for testing 

these biomarkers [8]. Ensemble learning could be 

effective in our investigation because it can increase a 

model's robustness and accuracy by merging multiple 

imperfect classifiers. Ensemble learning, which includes 

bagging and boosting, can be viewed as a general bagging 

technique for enhancing cancer classification. Random 

forest is another popular bagging technique. Gene 

microarray (GMA) recently appeared as a promising 

cancer detection and classification technique. Statistical 

analysis and machine learning methods were used to 

uncover accurate gene characteristics that can be used as 

inputs for cancer classification models. The lung cancer 

data's limited sample size makes the interpretation and 

training of microarray data problematic. The presence of 

noise in the samples can have a negative impact on the 

training models' performance. Furthermore, the random 

forest was utilized to search the classifiers at random, and 

in the training stage, a better judgment was generated. 

One technique like self-paced learning, while another 

develops a novel formulation to uncover samples [10]. As 

the SPL regularizer's penalty steadily increases during 

optimization, more samples during the training phase are 

selected modes. Adoption has been quick, especially in 

multi-task learning [11], image categorization [12], and 

molecular descriptor selection [13, 14]. So, in the current 

article, we extract high-quality samples using this 

strategy. The following contributions were made by this 

paper, which is given below. 

• We initially proposed using the IOLC to train a cancer 

detection and classification model using DNA 

microarray technology. The samples' degrees of 

confidence ranged from high to low. 

• We built a machine learning prediction model using the 

Ensemble Methods Random Forest, and AdaBoost was 

the second stage of this project. 

• The suggested approach's accuracy, F1-score, and recall 

are much greater than previously utilized classifiers. 

• Furthermore, the proposed technique chooses a small 

number of genes (less than 1%) that are extremely 

important in predicting the disease's early prognosis. 

The following are the organization of the paper: We 

describe the related work of lung cancer identification 

models based on genes data in section 2. Section 3 

proposed work. The section 4 covers the results and 

discussion.  Finally, in Section 5, concludes the paper. 

2. Background and Related work 

In [15], the authors investigated the link between 

socioeconomic status and the prevalence of lung cancer in 

several locations of the world, using educational degrees 

as a proxy for socioeconomic class. This study's data came 

from 18 prospective cohorts dispersed over 15 countries, 

including the United States, Europe, Asia, and Australia. 

They examined the link between educational level and the 

incidence of lung cancer in people who had never smoked 

and those who now or had previously smoked using Cox 

proportional hazards models. The International Standard 

Classification of Education was used to harmonise 

education data, which was then modeled as an ordinal 

variable divided into four categories. The models were 

modified to consider age, gender, whether the individuals 

smoked currently or previously, as well as smoking 

duration, quantity of cigarettes per day, and time since 

leaving. 

In [16], the authors examined various methods, including 

machine learning, Ensemble learning, deep learning 

approaches, and numerous ways based on image 

processing techniques and text information that contribute 

significantly to determining cancer malignancy degree. 

Lung cancer has been listed as one of the most deadly 

diseases humans have faced since the species' inception. 

It is even one of the malignancies that causes the most 

continuous fatalities and contributes significantly to the 

overall mortality rate. The number of persons diagnosed 

with lung cancer continues to rise. In India, roughly 70.0 

thousand cases are reported each year. It is impossible to 

identify early because the disease is often asymptomatic 

in its early stages. As a result, discovering cancer earlier 

is beneficial to save lives. Learning about a patient's 

illness as soon as possible will improve their chances of 

rehabilitation and recovery. Cancer diagnosis frequently 

relies substantially on technical breakthroughs. They 

intended to use this to combine or bring together 

Ensemble learning techniques such as stacking, blinding, 

Max voting, boosting, and XGBoost to provide a 

comprehensive methodology for evaluating and 

investigating the outcomes. Compared to other strategies, 

the Blinding ensemble learning methodology emerges as 
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the most successful way based on performance criteria 

such as accuracy, F1 score, precision, and recall. 

In recent years, computer technology has been used to 

resolve various diagnostic concerns. To accurately predict 

the lung cancer severity level, these newly designed 

systems include several deep learning and machine 

learning tactics and specific image processing methods. 

As a result, this methodology aims to provide a new and 

unique approach to lung cancer diagnostics. The initial 

stage in data collection is to download two benchmark 

datasets. These datasets contain attribute information 

extracted from the medical records of a range of 

individuals. To extract features, the techniques of 

"Principal Component Analysis (PCA)" and "t-

Distributed Stochastic Neighbour embedding (t-SNE)" 

were used. Furthermore, the deep characteristics are 

derived from what is known as "the pooling layer of 

Convolutional Neural Network (CNN)." The Best Fitness-

based Squirrel Search Algorithm (BF-SSA), also known 

as optimal feature selection, is used to pick the features 

themselves in addition to the important features. This is 

referred to as feature selection. This hybrid optimization 

strategy is advantageous in many industries because it 

more efficiently explores the search space and performs 

better using feature selection. 

In [18], the authors evaluated relevant surveys, 

underlining the need for a further study focusing on 

Ensemble Classifiers (ECs) utilized for cancer diagnosis 

and prognosis. By integrating several types of input data, 

learning methods, or characteristics, ensemble approaches 

strive to increase performance. They are being used in 

cancer detection and prognosis, among other things. 

Nonetheless, the scientific community needs to catch up 

in this technological sphere. A systematic evaluation of 

ensemble methodologies used in cancer prognosis and 

diagnosis, coupled with a taxonomy of such methods, can 

help the scientific community keep up with technology 

and, if comprehensive enough, even lead the trend. The 

following stage will thoroughly review the possible 

methodologies, both classical and deep learning-based. In 

addition to identifying the well-studied cancer kinds, the 

best ensemble methods used for the linked purposes, the 

most common input data types, the most common 

decision-making strategies, and the most common 

assessment methodology, the review creates a taxonomy. 

All of this happens as a result of the evaluation. 

Furthermore, they recommend future directions for 

scholars who want to continue existing research trends or 

concentrate on areas of the subject that have yet to receive 

less attention. 

In [19], the authors developed Neural Ensemble-based 

detection for automatic disease detection (NED). An 

artificial neural network ensemble detects lung cancer 

cells in patient needle samples. They used Neural 

Ensemble-based Detection (NED) to achieve autonomous 

anomalous detection. The ensemble was divided into two 

levels. Because each network has two outputs, normal and 

malignant, the first-level ensemble can accurately detect 

normal cells. There are five types of lung cancer cells 

produced by each network: adenocarcinoma, squamous 

cell carcinoma, small cell carcinoma, prominent cell 

carcinoma, and normal. The second-level ensemble deals 

with cancer cells discovered by the first. To include 

network predictions, plurality voting is employed. NED 

has a high detection rate and a low false negative rate, 

which occurs when cancer cells are misidentified as 

normal. This reduces the number of undiagnosed cancer 

patients, hence saving lives. 

3. Proposed Model 

This section comprehensively explains the methods and 

materials used in this work, beginning with the 

architecture of the proposed Identification of Lung Cancer 

(IOLC) model. Figure 1 depicts the various processes 

involved in implementing and utilizing the model in the 

form of major blocks. The following subsections provide 

a complete overview of the architecture's fundamental 

building blocks, which include data set collection 

(genomic data from mutant and normal genes), data 

preparation (label encoding), feature extraction, and 

classification. 
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Fig 1:  Working procedure of Lung cancer identification model 

Description of the dataset: 

The dataset for discussion here is comparable to one used 

in a prior study at the Boston University Medical Centre 

[20, 21]. In these investigations, a microarray was used to 

examine the level of gene expression found in epithelial 

cells originating in smokers' respiratory tracts. This 

dataset was used to extract the levels of expression of 

22284 genes collected from 192 smoking subjects. Tissue 

samples were gathered and isolated from tissue samples. 

Patients were separated into 3 groups: those who had 

already been diagnosed with lung cancer (97), those who 

had not yet been diagnosed with lung cancer (90), and 

those who were thought to be at a high risk of developing 

cancer (5). This dataset was chosen specifically for its 

ability to perform in-depth research into the underlying 

genetic abnormality in smokers who acquire lung cancer. 

Although it was created on an older platform (the 

Affymetrix U133A array), it was chosen carefully. The 

dataset, known as GDS2771 and associated with the 

reference number GSE4115, is freely available for 

download from the NCBI's Gene Expression Omnibus 

(GEO) database [22]. The Affymetrix Human Genome 

U133A Array (HG-U133A) was used as the screening 

platform to gather this data. This array provided the 

information on the probesets. 

The working procedure of the Lung cancer identification 

model is was repeated for each dataset containing gene 

expression data. After extracting the probe annotations, it 

gets represented to a respective gene, and those were not 

match any of the genes in the dataset were excluded from 

further consideration. If the gene has more than one probe, 

the gene's expression was calculated by taking the mean 

of all probe expressions. If the gene does not have many 

probes, the value was calculated by taking the mean of 

only one probe's expression. The Lung Cancer gene 

expression dataset is listed in Table 1. 

 

Table 1 Lung Cancer gene expression dataset 

GEO accession number Disease Number of samples 

(Disease/Control) 

No. of 

Genes 

Micro array 

Platform 

Platform 

GSE 4115 Lung Cancer 187 (97/90) 22,215 Affymetrix Human 

Genome U133A Array 

GPL96 (HG-

U133A) 

 

Data Preprocessing: 

Before using the data for training, 163 samples with 

complete clinical features were removed from the sample, 

including 85 smokers who did not have lung cancer and 

78 smokers with lung cancer. Clinical data were gathered 

for future research, including patients' ages, genders, 

smoking histories, smoking indices, tumor diameters, and 

the presence or absence of lymphadenopathy. The 

Affymetrix Human Genome U133A Array platform was 
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used for the expression profile analysis. Each probe ID 

was matched to the symbol of a matching gene based on 

the information saved on the platform (GPL96-15653.txt). 

Because multiple probes could be associated with the 

equivalent gene sample, the domino effect was combined 

and averaged.  The Z-score was used to normalize all gene 

expression values, which was calculated using the 

standard deviation (SD and mean of every gene symbol 

and then correcting the X value. This was done to mitigate 

the effect of variances in the quantities of intrinsic 

expression found in different genes. The new equation 

produces the value X, which is the mean/standard 

deviation ratio. The expression levels of all genes in each 

dataset were normalized using the methods described 

below. 

𝑧𝑖𝑗 =
𝑔𝑖𝑗 − 𝑚𝑒𝑎𝑛(𝑔𝑖)

𝑠𝑡𝑑(𝑔𝑖)
                             (1) 

where gij represents the expression value of gene i in 

sample j, and mean(gi) and std(gi) respectively represents 

mean and standard deviation of the expression vector for 

gene i across all samples. 

Feature reduction: 

Kernel Principal Component analysis: PCA is widely 

used when one wants to minimize the dimensionality of a 

dataset while retaining as much information as possible. 

The entire dataset (with m dimensions) is mapped onto a 

new subspace (with j dimensions). j is smaller than x. 

This projection approach is useful for reducing both 

computing costs and the errors that can occur while 

estimating parameters ("the curse of dimensionality"). 

Suppose the data cannot be separated linearly. In that case, 

a nonlinear technique must be used to reduce the 

dimensionality of the dataset with KPCA, or Kernel 

Principal Component Analysis, which is a method for 

analyzing linearly inseparable data. PCA improves output 

by generating a feature subspace which reduces variance 

and normalizes the dataset to a unit scale (with mean = 0 

and variance = 1). This is required for a wide range of ML 

methods to perform correctly. The main task is to 

transform the m-dimensional dataset (represented by A) 

into a new sample set (represented by B) with a lower 

dimension (k less than m). In this situation, B will stand 

in for the most important part of A, designated by A. 

𝐵 = 𝑃𝐶(𝐴)                                                  (2) 

With X comprises of n vectors (x1, x2 ,…., xn), each xi 

signifies dataset instance, so: 

∑ 𝛿(𝑎𝑙) = 0

𝑥

𝑗=1

                                           (3) 

To compute covariance matrix (CM) we take 

𝐶 =
1

𝑥
∑ 𝛿(𝑎𝑙)𝛿(𝑎𝑙)

𝑇

𝑥

𝑗=1

                           (4) 

The eigenvectors are: 

𝐶𝑢𝑘 = 𝛼𝑘𝑢𝑘, 𝑘 = 1, … , 𝑀                  (5) 

After constructing the Eigen space from the covariance 

matrix and removing the less relevant regions, the original 

data will have a better chance of being accurate. To avoid 

access to the feature area and instead concentrate on 

kernels, which are as follows: 

𝐽(𝑎𝑙,, 𝑎𝑝) = 𝛿(𝑎𝑙)𝑇𝛿(𝑎𝑙)                       (6) 

Ensemble Learning: 

Ensemble learning enhances generalizability and 

resilience over a single model by aggregating multiple 

models, like the J-node regression tree. This is achieved 

by combining the predictions of several simple models or 

base learners. Bagging and boosting are two typical tactics 

in group music. 

Random Forest classifier 

This was built using a modified version that generates a 

huge sample of uncorrelated trees and takes the average 

of those trees. This enabled the formation of a Random 

Forest [23]. This was formed as a result of this change. 

During the tree generation process, choose p input 

variables in the random subset from the entire set of v 

input variables to be examined for their appropriateness as 

a candidate for a split. This is referred to as the tree 

generation process. Because time series forecasting is 

being performed, each new training set is generated 

without replacing previous data. As a result, a single 

regression tree named Tb is produced by iteratively 

repeating the steps described below for each node in the 

tree until the smallest possible node size is obtained. This 

technique is repeated several times until the tree achieves 

the appropriate level of precision. 

This procedure is performed on every B tree. The function 

can be expressed as an average of all B trees. 

�̂�(𝑥𝑖) =
1

𝐵
∑ 𝑇(𝑥𝑖; Θ𝑏)

𝐵

𝑏=1

                            (7) 

where ϴb denotes the tree for node split. In [23], the 

findings show that using randomness and diversity in tree 

construction results in a lower generalization error and an 

overall better model with less variance.
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Fig 2: Tree structures of Bagging and Boosting 

The boosting method entails sequentially developing the 

trees by combining the knowledge gained from previously 

formed trees with modified training data (Figure 2). This 

can be stated as follows: 

𝐹𝑚(𝑥𝑖) = 𝐹𝑚−1(𝑥𝑖) + ∑ 𝛾𝑗𝑚(𝑥𝑖𝜖𝑅𝑗𝑚)

𝐼𝑚

𝑦=1

               (8) 

So, the updated model will put in the form as 

�̂�(𝑥𝑖) = 𝐹𝑀(𝑥𝑖) = ∑ 𝑇(𝑥𝑖 ; Θ𝑚)

𝑀

𝑚=1

= 𝐹𝑚−1(𝑥𝑖) + ∑ 𝛾𝑗𝑚(𝑥𝑖𝜖𝑅𝑗𝑚)

𝐼𝑚

𝑦=1

    (9) 

Θ𝑚 = {𝑅𝑗𝑚, 𝛾𝑗𝑚}
1

𝑗𝑚
, 𝐹𝑚−1(𝑥𝑖) signifies the prior model, 

while �̂�(𝑥𝑖) = 𝐹𝑀(𝑥𝑖)) signifies the current tree. 

AdaBoost classifier 

The classifier in [24] updates by attaching weights {w1, 

w2,..., wN} for every training instance (xi, yi) (Figure 2). As 

a result, a total of N weights will be used. At the start of 

the procedure, each weight is assigned the value wi = 1/N, 

indicating that the data is being trained in the usual 

manner. This is known as the learning period. The 

weighted observations training approach will be 

continued until all stages have been completed at each 

subsequent step (m = 2, 3, etc.). This will be repeated until 

all phases have been accomplished. The weights of the 

various components are changed at each of these steps. To 

be more exact, the weights for the observations that were 

mistakenly predicted in the previous step are given higher 

priority in step m, whereas the weights for the 

observations that were correctly predicted are given lower 

priority. This arises because the weights for the 

erroneously predicted observations are more likely to 

contain errors. As a result, as the iterations advance, the 

findings that are hardest to predict gain increasing 

emphasis. Finally, as shown in Equation (9), the final 

prediction is formed by combining the weighted 

predictions from each tree. This yields the final projection. 

Gradient boosting, a technique that may be applied to any 

arbitrary differentiable objective function, can be used to 

extend boost. Initial training data are used to instruct a tree 

in the first step of the procedure. As a result, the gradient 

may be determined to be [25] for all i values ranging from 

1 to N inclusive. 

−𝑔𝑖𝑚 = − [
𝜕𝐿

𝜕𝐹(𝑥𝑖)
] 𝐹 = 𝐹𝑚−1                        (10) 

For the squared error loss, the negative gradient signifies 

the residual−𝑔𝑖𝑚 = 𝑦𝑖 − 𝐹𝑚−1(𝑥𝑖) . 

Model Selection and Validation 

An optimization strategy is employed during the learning 

phase to forecast the values of various parameters based 

on the collected data. These parameters contain the 

splitting variable and the splitting point value. On the 

other hand, each learning algorithm includes a set of 

hyperparameters that are not learned and must instead be 

tailored to the unique modeling task at hand. The 

hyperparameters govern both the model's architecture and 

its level of complexity. The data and the problem at hand 

decide their ideal values. However, the training data 

residual sum of squares cannot be calculated because 
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doing so weakens a model's capability to generalize to 

new data. This is because doing so would reduce the size 

of the training set. As a result, three distinct data sets were 

used: the training set, the validation set, and the test set. 

The training set was used to train the model, while the 

validation set was used to evaluate and fine-tune the 

model's parameters and hyperparameters. Ultimately, the 

test set was only used to estimate the generalization error. 

As a result of this, we were able to select machine learning 

models with hyperparameter values. 

Performance evaluation 

Several validation metrics were discovered during our 

inquiry. Accuracy (Acc), F1-score (F1), Precision (Pr), 

and Recall or sensitivity (Re) were among them. The 

formula for each validation parameter is presented in 

equations (11) through (14). The abbreviations TP, TN, 

FP, and FN stand for True Positive, True Negative, False 

Positive, and False Negative outcomes, respectively. 

𝐴𝑐𝑐 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
× 100%   (11) 

𝑅𝑒 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
× 100%                           (12) 

𝑃𝑟 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
× 100%                             (13) 

𝐹1 =
2 × (𝑃𝑟 × 𝑅𝑒)

Pr + 𝑅𝑒
× 100%                 (14) 

4. Results and Discussion 

In this section, the first step is to divide the data into two 

categories: training (70%) and testing (30%). Several 

machine learning algorithms, such as feature scaling, 

KPCA, ROS, and hyperparameter tuning, are utilized to 

determine the optimum model that delivers the highest 

level of accuracy. Good classification was picked by 

combining all the ML algorithms used in this study. This 

experiment necessitates the use of specified resources. 

The suggested system's environment configuration 

includes an Intel® CoreTM i-3-1005G1 CPU running at 

1.20GHz, 8GB of  RAM, the Anaconda tool, and the 

Python programming language, which was utilized to 

construct the model for this study. As shown in Figure 3, 

Cancer and Non-cancer data of the lung cancer dataset 

used in this study. 

 

Fig 3: Cancer and Non-cancer data 

In this paper, we use stable LASSO operation to provide 

more proof of the efficacy of our technique in computer-

assisted diagnostics. Table 1 shows the ten genes that 

received the highest rankings after being submitted to 

stable LASSO analysis across all datasets. Most stability 

ratings are close to one, indicating that the genes chosen 

are tough. Furthermore, obtain the important p-values that 

ate statistically best for this study. Much research is being 

done on the functional analysis of gene expression. 

USP6NL, is one such protein that acts as a GTPase 

activator for RAB5A. 

 

Table 1:  Best 10 genes from GSE 4115 dataset 
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Figure 4 shows the heat map correlation discovered 

between the genes in the meantime. Red is used when 

there is a positive correlation, and violet is used when 

there is a negative correlation. The stronger the 

correlation, the greater the degree of resemblance. As seen 

in Figure 4, most identified genes have a positive 

relationship. 

 

 

Fig 4: Graph showing heat map 

Several well-known matrices, such as accuracy, recall 

(also known as sensitivity), precision, and F1-score, are 

used to assess the classification algorithms' performance. 

Table 2 shows the performance of RF and AdaBoost in 

terms of various evaluation metrics.

 

Table 2: Performance analysis of RF and AdaBoost models 

Model Accuracy Precision Recall F1-score 

AdaBoost 0.789 0.810 0.781 0.766 

Random forest 0.810 0.812 0.789 0.777 

 

In the case of the GSE4115 example presented in Figure 

5, the best model obtained is a Random forest, with an 

accuracy of 0.810 and an F-1 score of 0.777, respectively. 

This demonstrates that ML is a suitable strategy for 

working with the dataset. Meanwhile, we noticed that the 

AdaBoost model that performed the lowest had an 

accuracy of 0.789 and an F-1 score of 0.766. Meanwhile, 

the best recall score in MI for the Random forest 

classification approach is 0.789, implying that all models 

can reliably predict genuine positives while avoiding false 

pessimistic predictions.

 

Fig 5: Performance comparison of AdaBoost and Random forest on GSE 4115 dataset 
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Results on Feature Selection operation: 

We used 5-fold cross-validation to investigate the effect 

of feature number on overall model performance. This 

enabled us to reduce the overall amount of features. The 

ideal number of attributes was determined by examining 

a range of values from 2 to 10. Figure 6 shows that the 

variation of the scores produced using AdaBoost and 

Random Forest is substantially more considerable than 

that achieved using any other approaches for GSE4115. 

This indicates that the AdaBoost approach's performance 

highly depends on the number of features utilized. In an 

unexpected turn of events, the Random forest approach 

revealed a significant decline in a feature's overall score. 

 

Fig 6: Performance comparison of AdaBoost and Random forest after applying feature selection on GSE 4115 dataset 

5. Conclusion 

In this article, we propose a novel method for detecting 

lung cancer by building an ensemble classifier and 

comparing its findings to the RF classifier. In the 

Ensemble-Classifier, we used two machine learning 

models: AdaBoost and Random Forest. We begin by 

extracting features from the dataset, then divide it into 

70:30 proportions for training and testing. We classified 

cancer as Tumor or Normal using the confusion matrix 

and then provided a classification report that contained 

accuracy, precision, recall, and F1-score. The feature 

selection procedure involved calculating the correlation 

between the feature and the target using statistical 

parameters, also known as KPCA. Deep learning 

techniques, such as CNN, may one day aid in diagnosing 

lung cancer. Images from many scanning modalities, 

including MRI, CT, PET, and X-ray, can be considered. 

This can increase precision, allowing the medical sector 

to provide rapid prevention at a minimal cost. In addition 

to categorized information, continuous information can be 

used. 
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