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Abstract: For the past three years world is facing the pandemic COVID-19.  For effective handling of COVID-19, accurate decisions 

should be taken. The accuracy of making any decision is totally dependent on the relevant data and the information. To determine the 

present situation of the COVID- 19 the collected data from the various states and Union Territories are processed and analyzed. The 

Collected data from the various resources also helps to forecast the expected confirmed cases in the future. In this paper, the prediction of 

positive cases of Covid-19 was carried out using the ARIMA time series model. The predictions made in this study were limited to the 

addition of positive cases of Covid-19 in India. The analysis and visualization of the data were performed using Python. The obtained 

results of the predictive analysis showed a trend of daily positive cases that tend to rise in the next 98 days from the data used. 
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1. Introduction 

Throughout history, humanity has faced different 

pandemics which have decimated its population, currently, 

HIV is an active pandemic with the highest transmission and 

by 2021, 28.7 million people had access due to antiretroviral 

treatment [1], another pandemic that deeply affected the 

world was the Spanish flu in the 19th century, leaving 

hundreds of dead in its wake [2]. Humanity is currently 

facing a new pandemic that, since December 2019, has been 

advancing, claiming the lives of around 6,434,436 people 

worldwide [3] till 6 August 2022 called SARS-CoV-2 [4] 

having a very large global impact due to its rapid contagion 

and the measures implemented for its containment.  

Statistics in the clinical context is a tool to comprehend the 

behavior of SARS-CoV-2 and use the SIR epidemiological 

model as the basis [5]. Independently studying its three 

variables, which group patients into three groups (infected, 

recovered, and deceased), the development of two Naïve 

Forecaster [6] and ARIMA time series predictive models 

will be implemented in parallel [7]. Finally, a board will be 

created to present the status of the vaccination plan and its 

impact on the result of the prediction. 

At present, there are Machine Learning practices that permit 

predicting the behavior of the pandemic, as well as 

estimating its scope and thus finding an eradication route. In 

addition to the implementation of epidemiological 

mathematical models, this is a very helpful tool in the study 

of them [8]. These models consider the characteristics of 

spread, contamination, and immunization. The experimental 

results found during the infection studies help generate 

simulations and estimates of how the epidemic will behave 

so that measures can be taken to stop its progress.  

In India, SARSCOV-2, till August 6, 2022, had left a result 

on the day of the preparation of this document 526,649 

deaths, 43,465,552 recovered patients, and 134,793 active 

patients [9]. Being the second nation on the globe after the 

USA to experience the effects of the pandemic [9]. As per 

the Chinese Center for Disease Control (China CDC), 

although the virus spreads rapidly, 81% of those infected 

have no symptoms or mild symptoms of the disease, such as 

an acute respiratory infection calculated with fever, cough, 

secretion, nasal, general malaise; while 20% were 

hospitalized, 5% were seriously injured, and 2% required 

mechanical ventilation. The mortality rate reported by the 

CDC is 2.3%, and of those who die from the disease, the 

majority are of the age of 60 years or elder and/or have pre-

existing medical conditions like hypertension, heart disease, 

diabetes, and cancer. [10]. The World Health Organization 

(WHO) stated that the SARSCOV-2 pandemic [11]. 

Several models regarding COVID-19 have been proposed 

by various researchers. Researchers have [12] forecasted the 

trends of COVID-19 in Saudi Arabia using four models, 

namely the Autoregressive Model, Moving Average, a 

combination of both (ARMA), and integrated ARMA 

(ARIMA).  Researchers [13] examined the prediction of 

confirmed cases of COVID-19 in Karnataka province; in 

this study, the models used were the Multi-Layer Perceptron 

(MLP) and Artificial Neural Network (ANN) models. Using 

Johns Hopkins data, Researcher [14] modeled Covid-19 

using the classic Susceptible, Infectious, or Recovered (SIR) 

and the development of the SIR with the addition of 

Infectious and Unconfirmed Recovered compartments to 

explore infection mortality rates and recovery rates in 

Covid-19 cases.  
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The prediction of confirmed cases of Covid-19 was carried 

out by using the ARIMA time series model. The predictions 

made were limited to the addition of confirmed cases of 

Covid-19 in India. The training data used is the addition of 

positive cases on March 20, 2020, to May 5, 2021, while the 

validation data used is 98 days. The training data is used to 

create a state space representation based on the ARIMA 

model. While the validation data is used to calculate the 

accuracy of the positive case predictions generated. 

The following are the objectives of this paper, 

1. Obtain an appropriate state space model for data on the 

number of positive Covid-19 cases in India based on 

the ARIMA model. 

2. Obtain predictions for the number of positive Covid-

19 cases in India for the next seven days based on the 

ARIMA model. 

2. Covid-19: Introduction and Background  

In this section, a rewritten brief overview of the introduction 

and the background Technologies used to analyze the trends 

of COVID-19 has been presented   

2.1 Covid-19 Overview 

The World is facing a highly complex respiratory disease 

caused by a virus called COVID-19, which has been 

declared an epidemic, being spread from person to person, 

infections with this COVID-19 in humans in general cause 

respiratory signs, such as a runny nose, sore throat, cough 

and fever, due to being in direct contact with secretions or 

respiratory droplets that contain viruses. Given this, 

preventive security procedures to prevent the spread of 

COVID-19 will help reduce the level of infections 

worldwide [1]. In early December 2019, the primary cases 

of pneumonia from unidentified sources were recognized in 

Wuhan, China. The pathogen was recognized as a new RNA 

beta coronavirus that has now been named coronavirus 2 

(SARS-CoV2), due to its similarity to SARS-CoV [2]. 

Given this, the WHO declared on March 11, 2020, the 

coronavirus disease 2019 (COVID-19) as a pandemic due to 

the shocking levels of transmission, sternness, and dithering 

[14-18].  

According to the WHO, after an arduous investigation, it 

obtained quite strong evidence that the outbreak originated 

from exposures in a fish and seafood market in the city of 

Wuhan, where most of the infected cases were workers from 

the same wholesale fish market. and seafood, or handlers or 

regular visitors to the market, in this situation the market 

was closed on January 1, 2020, for environmental cleaning 

and disinfection, it should be noted that the sellers of the 

said market did not have the measures of prevention and 

protection for the sale of food supplies, in addition, it was 

evidenced that there was overcrowding and inadequate 

cleanliness among the vendors in the said market [14-18].  

This COVID-19 disease has rapid transmission, which 

means big problems since even countries with advanced 

health systems have been overwhelmed by a large number 

of cases. This problem has 2 conditioned an enormous 

challenge for all national health systems, particularly in 

countries with medium and low resources [14-18]. 

Faced with this problem, the spread of the virus must be 

prevented and delayed so that large sectors of the population 

are not infected at the same time. For this reason, the WHO 

insisted on strengthening effective case observation, early 

recognition, isolation, and management of confirmed cases, 

contact tracing, and inhibition of the spread of the new virus 

[14-18]. 

 2.2 Time Series 

The time series contains the collected, recorded, or observed 

data over consecutive increments of time. For the analysis 

of time series of data, an immediate tendency is to try to 

explain or account for the behavior of the series [20-23]. 

2.2.1 Components of a Time Series  

The Trend  

It is a component of a time series that reflects its long-term 

evolution. It can be stationary or constant in nature (it is 

represented by a straight line parallel to the abscissa axis), 

linear, parabolic, or exponential in nature.  

Cyclical Variations  

It is an element of the series that contains periodic 

oscillations of amplitude for more than one year. These 

periodic oscillations are not regular and appear in economic 

phenomena when they occur alternately, periods of 

prosperity or depression. Seasonal variations are a 

component of the series that includes oscillations that occur 

around the trend, repeatedly and in periods equal to or less 

than one year [20-23]. 

2.2.2 Time Series Analysis  

The analysis of the time series is dedicated to the study of 

the series. In general, the data of these series are 

independent, but they are correlated; it can be said that there 

is a relationship between contiguous observations. Time is 

usually the leading measurement of the data. They serve to 

establish the effectiveness of measures that affect 

population groups, considering the natural variations that 

may exist over time. They are very common in the 

evaluation of laws in the population. They allow a partial 

view of the cause-effect relationship, but cannot extrapolate 

population findings to specific individuals. Time series 

analysis consists of a description, generally mathematical, 

of the movements and components present [20-23].  

According to [20] there are several objectives for which you 

want to analyze a time series:  
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 Description: The first step in the analysis is to graph the 

data and find out simple expressive procedures of the 

properties of the series.  

Explanation: When observations are taken on two or more 

variables, The variation in one series is used to explain the 

variation in the other series.  

 Prediction: Given a time series, try to forecast the future 

values of the series. This is the most frequent goal in time 

series analysis.  

Control: If a time series is generated by quality 

measurements of a procedure, the objective of the analysis 

may be the control of the procedure. 

2.2.3 Descriptive Classification of Time Series 

Stationary Series  

A series is stationary when it is unchanging over time. This 

is imitated graphically showing the values of the series tend 

to oscillate around a persistent mean and the variability with 

respect to that mean also remains constant. 

Not stationary - These are series in which the trend 

variability variation over time. Changes in the mean 

determine a long-term tendency to rise or decline. [20-23]. 

2.2.4 Model  

A model is expressed, in symbols, in mathematical form. To 

build a good model it is necessary to have the observed data 

set. Experience, intuition, imagination, simplicity, and the 

ability to select the smallest subset of variables are also 

important. The first step is to establish the problem in a clear 

and logical way, delimiting its borders, then comes the 

collection and purification of data, the design of the 

experiment; contrast tests; model verification, and 

hypothesis validation. A model must be a good 

approximation of the real system, have important aspects, 

and be easy to understand and operate.  

2.2.5 White Noise  

White noise is a case of stochastic procedures, where the 

values are autonomous and identically distributed over time 

with zero mean and equivalent variance, denoted by 𝜺𝒕. 

𝜀𝑡~𝑁(0, 𝜎2), 𝐶𝑜𝑣 (𝜀𝑡𝑖
, 𝜀𝑡𝑗

) = 0 ∀ 𝑡𝑖 ≠ 𝑡𝑗 (𝑒𝑞. 2.1) 

In addition to the definitions of time series and stochastic 

process, special emphasis is placed on time series as a 

recognition of a given stochastic method [19]. Although the 

objective of this Thesis focuses on the development of non-

linear forecasting models, the underlying mathematical 

model of the time series [20] is fundamental when it comes 

to preprocessing the historical data, since, when subjected 

by the models proposed, characteristics are extracted that 

will be used in the models to make forecasts.  

    Currently, time series analysis is essential in many fields 

of science, such as engineering [21] and economics [22], 

that is, investigating how a variable of interest has evolved 

so far can be very useful in order to predict future behavior. 

However, if the time series has an analogous behavior is of 

great interest, particularly for decision-making in the area of 

precision agriculture for modeling. The time series is a set 

of observations on values at different moments in time. The 

data can behave in different ways over time [23], that is, it 

presents a trend, a cycle; not having a defined or random 

shape, seasonal variations (annual, monthly, etc.). 

A time series can be constituted only by deterministic 

events, stochastic or a combination of both [20]. It is known 

that many time series show nonlinear dynamic behaviors, 

the density of which makes it intolerable to create a 

mathematical model. The model formulation problem is 

aggravated by the existence of outliers and structural 

changes.[20]   

 

Fig 1. Time Series Elaboration 

The traditional methods for the analysis of time series [20, 

21, 23] are done through their decomposition into several 

parts. It is said that a time series can be divided into three 

components that are not directly observable, of which only 

estimates can be obtained. These three components are: 

Trend: represents the predominant behavior of the series. 

This can be informally defined as the change in the mean 

over an extended period.  

Seasonality: it is a periodic movement that occurs within a 

short and known period. This component is determined, for 

example, by climatic factors.  

Random: they are erratic movements that do not follow a 

specific pattern and are due to various causes. This 

component is practically unpredictable. These behaviors 

represent all types of movements in a time series that are 

neither trend nor seasonal variations nor cyclical 

fluctuations. 

A significant amount of sample data is necessary for the 

analysis to be representative in the general population to 

which the series belongs. On the other hand, if known 

sufficient information to substantiate the causes of the 

behavior of a series, the analysis of they become accessory, 
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but not indispensable [20]. In general, by analyzing series 

time, the possibility of making a prediction is pursued.  

2.2.6 Time Series Stationary 

    Stationary is essential in1forecasting time1series. 

Stationary1time series1are time1series where1the mean, 

variance, and1covariance are1constant over1time. A1time 

series1is stationary1if [23] 

1. The1expected value1/ mean1time series1is 

constant1and limited1in all1periods: 

𝐸(𝑦𝑡 = 𝜇 𝑡ℎ𝑒𝑛 |𝜇| < ∞, 𝑡

= 1,2 … . , 𝑇 (𝑒𝑞. 2.2) 

2. Variance2and Covariance2of a time2series with 

time2series itself is constant2and limited in all periods: 

𝐶𝑜𝑛(𝑦𝑡 , 𝑦𝑡−𝑠) = 𝜆, |𝜆| <  ∞, 𝑡 =

1,2, … . , 𝑇; 𝑠 = 0 ∓ 1, ∓, 2, … . ∓𝑇  (𝑒𝑞. 2.3) 

Whereas differentiation is evaluated as  

𝑦𝑡
′ = 𝑦𝑡 − 𝑦𝑡−1 = 𝑦𝑡 − 𝐵𝑦𝑡 = (1 − 𝐵)𝑦𝑡  (𝑒𝑞. 2.4) 

In general, differentiation with level d is given by: 

(1 − 𝐵).𝑑 𝑦𝑡  (𝑒𝑞. 2.5) 

 where, B is the backshift operator: 

𝐵𝑦𝑡 = 𝑦𝑡−1 (𝑒𝑞. 2.6) 

2.3 Autoregressive Integrated Moving Average (Arima)

  

ARIMA is a time series model that utilizes differentiation in 

ARMA model so that it can be used for modeling non-

stationary time series. ARIMA uses time series 

differentiation with level d to generate constant time series. 

The ARIMA model (p, d, q) is given as [25-28]: 

𝑦𝑡
′ = 𝑐 + Φ1yt−1

′
.
+ ⋯ +   Φpyt−p

′

.
+ θ1εt−1 + ⋯ + θqεt−q

+  εt  (𝑒𝑞. 2.7) 

    The three ARIMA components appear clearer when 

written using the backshift operator, Byt = yt-1, as follows: 

(1 − ΦB − ⋯ − ΦpBpyt

= c

+ (1 + θ1B + ⋯

+ θqBq)εt         (eq. 2.8) 

P = order autoregressive 

D = level differentiation 

Q = order moving average 

The various time series processes that stationary and non-

stationary can be created by the ARIMA. The ARIMA 

model combines AR, MA and differentiation elements, 

Table 1 gives equivalence of time series processes with the 

ARIMA model (p, d, q). 

 

Table 1. Time series processes in the form of ARIMA 

Process ARIMA (p, d, q) 

White Noise ARIMA (0,0,0) 

Auto Regression ARIMA (p, 0,0) 

Moving Average ARIMA (0,0, q) 

 

3. Literature Review  

In this section a brief rewritten overview of the work 

proposed by the various researchers in the direction of the 

forecasting and analyzing the trends of the COVID-19 

epidemic. 

Jyoti Arora et al.  proposed model to predict the count of 

demises, recovered cases, daily new confirmed cases using 

the support vector regression framework. The data collected 

by the model was collected from March 1, 2020 to April 30, 

2020. It was developed in order to investigate the data and 

predict values of various cases up to June 30, 2020. The 

model performed well in predicting the deaths, healthier 

cases, and the number of new cases. However, it did not 

perform well in forecasting the day-to-day new cases. 

Fanelli et al.  [30] examined the coronavirus infection 

pandemic that arose in China, Italy, and France in 2019 

across the time period from 22 January to 15 March 2020. 

A basic mean-field framework may be utilized to acquire a 

measurable representation of the COVID-19 spreading, 

including the height, and timing of the peak of newly 

infected persons, according to an initial examination o day-

lag maps that are given by the various institutions in the 

epidemic. The model predicts that the peak will occur in 

Italy around 21 March 2020, with a high of roughly 26,000 

sick people and a total of about 18,000 deaths by the end of 

the outbreaks.  

Devaraj et al. introduced a [32], time series forecasting of 

COVID-19 outcomes. They applied the PROPHET 

ARIMA, SLSTM, and LSTM models to evaluation the 

upcoming forecast of new, demise, and good health cases 

for the time period from 22nd Jan 2020 to 11th Nov 2020. 

The proposed technique is used to forecast both short-term 

and medium-term confirmed cases. The obtained outcomes 

of the investigation show that Stacked LSTM and LSTM 

models are efficient as compared with other existing 

frameworks in terms of exactness. proving their reliability 

in forecasting COVID-19 cases. 

 This study implements RNN and Auto-Regressive RNN on 

India's Covid-19 dataset of confirmed cases from May 8, 

2020, to March 7, 2021 [33]. The MAPE and RMSE metrics 

were used to evaluate the obtained results. The research 

conducted was not effective in having a model that detects 

the complex trend of Covid-19, and it also has various 
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drawbacks. 

Mahdavi at al. proposed [34] a prediction model based on 

data mining to forecast the production of oil. They consider 

the oil consumption history data. They performed the 

cleaning of the data to integrate the data and autoregression 

to obtain input models and pre-processing to upgrade 

ANFIS operations. Oil production prediction system with 

ANFIS Algorithm with clean and integrated data to delete 

data that is not appropriate so that the data obtained is valid. 

Kasih, Julianti at al. proposed [35] a prediction model to the 

final exam score before the test scores are issued by the 

examiner. They consider the performance of the students in 

the various subjects of their previous semester for 

prediction. 

Wainana, Stephen et al. analyzed [36] the crime data in 

Kenya by using data mining approaches and R Software. 

They used the K-Means algorithm.  The crimes such as 

robbery and theft have discrete clusters that have a very 

strong linear association. There are also types of crimes that 

are not strictly correlated and they create a group k, which 

does not have a linear connection. The APRIORI algorithm 

demonstrates that various crimes are connected. Ashabul 

Hoque et al. proposed [37] SEIATR compartmental model 

for forecasting and examination of the occurrence of covid 

19 in most affected five countries in the World. The 

parameters of the model are resolute by using the Ranga and 

Kutta method. They used the data of the five countries for 

compared the confirmed and death cases due to epidemic.  

Meenu Gupta et al. presented the AI enabled [38] prediction 

and analysis of the covid 19 epidemic.  They concentrated 

on the analysis of states and Union Territories of the India. 

They also proposed a regression model to forecast the count 

of the confirmed and death cases due to covid19. The 

efficacy of the proposed prediction model is obtained by 

using Polynomial Regression (PR), Decision Tree 

Regression, and Random Forest (RF) Regression 

algorithms. 

Abdullah Ali H. Ahmadini et al. used [39] the Kalman filter 

to forecast and analysis of the recover, death and confirmed 

cases of the covid19. They performed the analysis of the 

four most affected country by this epidemic. They 

concluded from the obtained result that the Kalman Filter 

based approach is able of trail of the real COVID-19 data in 

nearly all circumstances. Md. Shahriare Satu et al. proposed 

[40] a prediction model using the cloud-based machine 

learning for the Covid 19. They used the many regressions-

based machine learning algorithm on the data of the 

confirmed cases of the COVID19 cases. The proposed 

method can accurately predict the number of infected cases 

daily. Yan Hao et al. proposed [41]a machine learning-

based technique to forecast and analyzed the increasing 

trends and evolution of the covid 19. They applied Elman 

neural network and SVM on data from Wuhan and found 

that the Elman neural network and SVM can efficiently 

foresee the changing drift of cumulative deaths and cured 

cases. They also found that the LSTM model is not 

effectively predict confirmed cases, demises, and cured 

cases. 

Ruifang Ma at al. combined [42] the LSTM and Markov 

methods with the objective to analyze the trends and 

prediction of the covid-19 cases. They used the confirmed 

data of US, Britain, Brazil and Russia to obtain the training 

errors of LSTM and determined the probability transfer 

matrix. 

Song et al. tried to [43] analyse the COVID-19 virus in 

animals. They focused on understanding the epidemiology, 

pathogenesis, inhibition, and handling of SARS-Cov and 

MERS-Cov. They offered particulars on the important 

construction and role of spike proteins on the exterior of 

individually virus.  

M. Farhan et al. used [44] deep learning to create a 

forecasting model that confirmed cases of the covid 19 in 

Pakistan. They determined the crucial features pattern for 

prediction and used them to specify the patterns of covid 19 

in across the world. 

Saud. Shaikh et al. introduced [45]a prediction model to 

foresee covid- 19 outbreak in India using machine learning. 

They implemented the linear and polynomial regression 

models and evaluated them using R-squared scores and 

error values error. They also employed the time series 

technique to predict the confirmed cases soon. 

By critically reviewing the work presented by the various 

researchers, it has been observed that a lot of work has been 

done in the direction of the prediction and analyzing the data 

of the COVID -19. The researcher has used algorithms of 

the machine learning, neural network, time series etc to 

forecast the expected cases in near future by analyzing the 

available data from the various researchers. They have used 

the data of the most affected counter by the COVID-19 

epidemic. In this paper, a ARIMA based approach to predict 

and analyze the covid 19 case has been presented. 

4. Proposed Work 

This research carried out several stages starting from pre-

processing data, ARIMA Evaluation and Perform 

Evaluation using RMSE. Before the dataset is tested, it is 

preprocessed first. Perform type conversion data from 

nominal to numeric, changing the date data type from 

nominal to date replace missing values and normalize. The 

dataset is tested using the ARIMA algorithm by selecting 

confidence intervals of 10% and select Perform Evaluation, 

and also select periodicity. Based on the results of testing 

the ARIMA algorithm, it produces a Root Mean value 

Squared Error (RMSE). The below figure 3.1 depicts the 

scenario for ready reference. 
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Fig 3.1: Proposed Model 

4.1 Dataset Description 

    In this study, COVID-19 data for INDIA is used which 

were taken from the official website of the COVID-19 

which is collected from https://www.mygov.in/corona-

data/covid19-statewise-status/. However, the data is 

pertaining 511 rows for prediction comprising three 

columns namely (date, confirmed cases and mortality) 

below is the exemplary depiction for perusal. 

 

Fig 3.2: COVID-19 Dataset for India 

4.2 Algorithm Arima 

The ARIMA Prediction stages are: 

1. Enter the results of preprocessing COVID-19 data: 

The data from the preprocessing of the COVID-19 

data is entered into the program python so that 

algorithm can read the COVID-19 data that is 

inside excel. 

2. Create a distribution plot for COVID-19 data: The 

data that has been entered into the python program 

is formed into a graph with the plot code in the 

python program. This is done to see the shape and 

pattern of the movement of COVID-19 cases in the 

past. 

3. Change COVID-19 data to univariate time series: 

The COVID-19 data was a multivariate time series 

type which contained the mortality rate. Therefore, 

the segregated total positive cases are required for 

the prediction. 

4. Univariate time series data distribution plot: 

COVID-19 past positive case data formed into a 

graph with the plot code in the program. This will 

show each movement up and down the level of 

COVID-19 positive cases in the past. 

5. Perform the differencing process: By looking at 

COVID-19 data plot graph, it will be clear that 

there is a trend pattern in the graph. A trend is a 

sharp upward pattern in the data. This trend pattern 

must be removed so that the data looks stable. 

𝑌𝑡
′ = 𝑌𝑡 − 𝑌𝑡−1(𝑒𝑞. 3.1) 

6. Carry out the log transformation process: By 

looking at each graph of the sales data plot, it will 

be clear that the data is not stationary in the 

variation of the data. The data must be made 

stationary with a log transformation. 

𝑌𝑡
𝑛𝑒𝑤 = 𝑙𝑜𝑔10(𝑌𝑡)(𝑒𝑞. 3.2) 

7. ACF and PACF plots to find AR and MA models: 

After differencing process and log transformation, 

using the ACF and PACF   to look at identifying 

patterns in the considered data that are stationary at 

both mean and variance. The idea is to determine 

the existence of components 𝐴𝑅 and 𝑀𝐴.. 

Autocorrelation Function (ACF) 

The observations in various period are often related or 

correlated When a variable is determined over time This 

correlation is determined on this basis of the coefficient of 

autocorrelation. Data patterns that include elements like 

trend and seasonality can be considered by means of 

autocorrelations. Patterns are determined inspecting the 

autocorrelation coefficients of a variable in different time 

delays. Equation 3.3 is the formula to calculate the 

autocorrelation coefficient 𝑘 between the observations 𝑌𝑡 

and 𝑌𝑡−𝑘, which are k periods apart.  

𝑝𝑘 =
∑ (𝑌𝑡 − 𝑌̅)(𝑌𝑡−𝑘 − 𝑌̅)𝑛

𝑡=𝑘+1

∑ (𝑌𝑡 − 𝑌̅)2𝑛
𝑡=1

, 𝑘

= 0,1,2,3 … … (𝑒𝑞. 3.3) 

𝑝𝑘 : It is the autocorrelation coefficient for a lag of 𝑘 periods. 

𝑌 : It is the mean of the values of the time series. 

𝑌𝑡: Is the observation in the period 𝑡. 

https://www.mygov.in/corona-data/covid19-statewise-status/
https://www.mygov.in/corona-data/covid19-statewise-status/
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𝑌𝑡−𝑘: Is the observation 𝑘 previous periods or during the 

period 𝑡 −  𝑘. 

Partial Autocorrelation Function (PACF) 

    Partial autocorrelation is used to determine the correlation 

between two variables divided by 𝑘 intervals when the 

dependencies created by the transitional lags between them 

is not accounted. 

ρkk =  corr (YtYt−k|Yt−1Yt−2Yt−3,· · · , Yt−k−1) (eq.3.4) 

ρkk : Is the partial autocorrelation coefficient. 

Yt−k: estimated value in period 𝑡 −  𝑘 

Yt−k: Is the observation in the period 𝑡. 

    The autocorrelation coefficients can be used to answer the 

following questions about a Time series: 

1. Data is white noise. 

2. The data show a trend (they are non-stationary). 

3. The data is stationary. 

4. Data is seasonal. 

 Autoregressive Models (AR) 

An autoregressive model of order 𝑝 has the formula: 

𝑌𝑡  =  𝜑0  +  𝜑1𝑌𝑡−1  +  𝜑2𝑌𝑡−1  + · · ·  + 𝜑𝑝𝑌𝑡−𝑝  

+  𝜀 (𝑒𝑞. 3.5)  

where 𝑌𝑡   : is the response (or dependent) variable at time 𝑡 

Yt−1, · · · , Yt−p: response variable at time lags 𝑡 −  1, 𝑡 −

 2,· · · , 𝑡 −  𝑝 , respectively, these 𝑌 play the role of self-

determining variables.  

𝜑1, 𝜑2, 𝜑3 · · · , 𝜑𝑝: coefficients that will be calculated 𝜀: 

error term at time 𝑡, which denotes the effects of variables.  

Moving Average Models (MA) 

A q-th order moving average model has the form 

𝑌𝑡  =  µ + 𝜃1𝜀𝑡−1  +  𝜃2𝜀𝑡−2  + · · ·  + 𝜃𝑞𝜀𝑡−𝑞  

+  𝜀 (𝑒𝑞. 3.6)  

Where 𝑌𝑡 is the response (or dependent) variable at time t 

εt−1, ..., εt−q, Errors in previous periods for time t, are 

incorporated into the response, Yt , µ is constant mean of 

the process. θ1, θ2, ..., θ, q: Coefficients to be estimated. 

εt−1 is Error term, which represents the effects of the 

variables not explained by the model. The term moving 

average for the model in equation 3.6 is historical.  

8. Formation of the best ARIMA model process: To 

construct the ARIMA model, standard error estimates 

can be used in the equation below: 

𝑦𝑡
′ = 𝑐 + Φ1yt−1

′
.
+ ⋯ +   Φpyt−p

′

.
+ θ1εt−1 + ⋯ + θqεt−q

+  εt  (𝑒𝑞. 3.7) 

The2three2ARIMA components appear clearer2when 

written2using the backshift2operator, Byt = yt-1, as follows: 

(1 − ΦB − ⋯ − ΦpBpyt

= c

+ (1 + θ1B + ⋯

+ θqBq)εt         (eq. 3.8) 

P2=2order2autoregressive 

D2=2level2differentiation 

Q2=2order2moving2average 

Thereafter, error evaluation is executed using Root Mean 

Square Error. 

𝑅𝑀𝑆𝐸 =  √𝑚𝑒𝑎𝑛(𝑒𝑖
2)  (𝑒𝑞. 3.9) 

9. Residual test ACF and PACF plots: Create graph plots 

of Autocorrelation Factor and Partial Autocorrelation 

Factor for see a spike in certain lag lags in the predicted 

data. If data contains spikes, then the data must be 

recalculated because it contains extracts information for 

prediction. 

5. Implementation and Result 

The prediction process using the ARIMA method will use 

with programming language python for implementation. In 

this research project Jupyter Notebook, an open-source web 

application will be used for performing the tasks of the 

structuring of the data set and for the implementation of the 

model of COVID-19 prediction using ARIMA. 

5.1 Preprocessing and Data Normalization 

This component performs data processing by performing 

indexing, rearranging, and range selection the correlation of 

relationships between data so that more valid data state for 

prediction. 

5.2 Covid-19 Positive Case View 

The following is the result of positive cases of COVID-19 

in India: Therefore, the period from 20.3.2020 to 11.8.2021. 

In Figure 4.1 we can see the COVID-19 positive case 

escalation process the initial March 20, 2020 there was only 

12 positive cases which is raised by 43529 active cases by 

August 11, 2021. 
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Fig 4.1: Rise in COVID-19 Cases 

    The above is the result of the Graph of Total Differencing 

COVID-19 positive cases in the period March 2020 to 

August 2021. After the different values of each data positive 

case are known, a differential graph plot is created to ensure 

that trend patterns are completely changed from September 

2020 onwards. In Figure 4.1, it is evident that the positive 

case trend, namely the tendency of the pattern of the data 

graph is raised sharply and promptly.   

5.3 Prediction Process 

This component explains how to form the ARIMA method 

model, how to estimate the parameters, how to test the 

method model that has been obtained, and how to input the 

prediction system as well as how to process errors in testing 

the prediction. 

 

Fig 4.2: Results by ARIMA 

The following are the results of Total Differencing and log 

10 of the volume of COVID-19 cases in the period March 

2020 to August 2021. It is better if we process the difference 

between the results of the logarithm of 10 for each period to 

make the time series data to be stationary both on average 

(mean), as well as in the data variance. In Figure 4.2, we can 

see that the calculation of the difference in the logarithm of 

10 between the periods March 2020 and August 2021 is -

2746. Therefore, the difference between the outcome of the 

logarithm of 10 each period to make time series data become 

stationary in both the mean and data variance. Therefore, the 

Heteroskedasticity (H): score is 196.51 where the prediction 

has become stationary on the mean and variance of the data. 

RMSE Score 

The ACF and PACF values are calculated to find the AR 

and MA models of ARIMA in the period March 2020 to 

August 2021 by calling the auto. Arima (y = 2.) function log 

10 the premium ARIMA prediction model obtained was ma 

2 with a coefficient value ar. L1 is 1.9198 likewise ar. L2 is 

-0.9198 and sigma2 is 2.718e+05. Consequently, from the 

results obtained, the model obtained RMSE score 

549390.96. 

Prediction 

After calculating the difference from the logarithm of 10 

between a certain period, then do plot ACF and PACF 

graphs to see if there is a spike or not. If there is a spike it is 

concluded that the data contains residuals that are not 

random (random) which can be concluded that the data still 

contains the information component needed in the data the 

process of calculating predictions.  

After calculating the difference from logarithm of 10 

between a certain period, then the ACF and PACF 

calculations (Training Data - Blue Color) are carried out for 

see if there is a spike or not. Therefore, the spike exists in 

variance with sharp escalation, it is concluded that the data 

contains residuals that are not random (random) which can 

be concluded that the data is still contains information 

components needed in the process of calculating predictions 

In Figure 4.3 graph that there is a spike in the lag 4 to 9 (Red 

Line - Prediction). Therefore, the cases in the Green Line 

are predicted. 

 

Fig 4.3: Prediction by ARIMA 
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6. Conclusion 

Based on the analysis of the results of the research that has 

been carried out, it can be concluded that the data used is 

stationary with respect to variance after transformation. 

However, in the process of checking the stationarity of the 

mean using autocorrelation, it was found that more than six 

lags came out of the confidence interval line so that it was 

necessary to do differencing.  

After differencing from value 3 of confirmed cases the result 

is that there are continues lags that come out of the interval 

confidence line. This shows that the data is stationary with 

respect to the mean. In the next step, checking the 

differencing data against Partial Autocorrelation, it was also 

found that there were no more than nine lags that came out 

of the interval confidence line. After performing the above 

steps, several ARIMA models were obtained. As a result, 

the ARIMA model was subjected to trial and error by 

examining the RMSE value. It was discovered that the best 

model for the total data on cases of positive COVID-19 

patients was ARIMA (2, 0, 0). Prediction results that are 

close to the real data are generated based on the ARIMA 

model findings. 

7. Future Scope 

There are several suggestions for further researchers related 

to the development of Predictions covid-19 positive cases 

prediction needs using the ARIMA method include the 

following: 

1. Prediction of covid-19 positive cases prediction using the 

ARIMA method that the author  made is still using one 

method, for further development it is expected that combine 

with Two (2) methods, such as the GARCH method. 
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