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Abstract: Generating natural language descriptions of images is a difficult challenge in computer vision and natural language processing 

known as image captioning. Despite major advancements in recent years, there are still difficulties in image captioning, such as managing 

uncommon terms, coming up with unique and inventive captions, and dealing with long-term dependencies. In this paper, we provide a 

unique method for picture captioning that overcomes these difficulties by combining long short-term memory (LSTM) models with 

convolutional neural networks (CNNs). We employ an LSTM to create captions based on the attributes that a pre-trained CNN has extracted 

from the input image. We use a beam search method with a penalty term for creating unusual words to address the problem of rare words. 

We test our methodology using the Flickr8k dataset, and our model surpasses cutting-edge techniques in terms of caption quality and 

variety. Our method has applications in image retrieval, visual question answering, and picture captioning, among other areas. Overall, our 

approach offers a viable path forward for developing AI-based Image captioning. 

Keywords: - Beam search, computer vision, convolutional neural networks, Flickr8k dataset, image captioning, long short-term memory 

models, natural language processing. 

 

1. Introduction 

In the fields of computer vision and natural language 

processing, image captioning has long been a difficult 

task. It entails creating descriptions of images in plain 

language, a challenging endeavor that calls for a 

profound comprehension of both verbal and visual 

ideas. Although there has been substantial development 

in recent years, there are still several issues with image 

captioning that have not been totally resolved. Among 

these include managing uncommon terms, coming up 

with unique and inventive subtitles, and managing long-

term dependencies. 

Handling uncommon words, which seldom appear in 

the training data, is one of the main difficulties in image 

captioning. Traditional methods for annotating images 

sometimes rely on a predetermined language, which can make 

it harder to come up with unique and imaginative descriptions. 

Several methods have been suggested to address this issue, 

including the use of word embeddings, beam search 

algorithms, and beam search algorithms with a penalty term 

for creating unusual words. 

Creating interesting and unique captions for images is another 

difficulty. Most conventional methods frequently result in 

captions that are identical and  

 

generic, which can be dull and incapable of capturing the 

entire spectrum of meaning in an image. Recent publications 

have suggested the use of strategies including adversarial 

training, reinforcement learning, and diversity-promoting 

losses to overcome this difficulty. 

Long-term dependencies present another significant difficulty 

in image captioning. This is a reference to the fact that while 

creating a caption, it's common to take the complete image 

into account in addition to the word that is now being created. 

Traditional RNN-based methods frequently experience the 

vanishing gradient problem, which restricts their capacity to 

detect long-term relationships. Recent publications have 

suggested the use of methods like attention mechanisms and 

memory-augmented neural networks to overcome this 

problem. 

In this paper, we provide a unique method for captioning 

images that combines long short-term memory (LSTM) 

models and convolutional neural networks (CNNs). We 

employ an LSTM to create captions based on the attributes 
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that a pre-trained CNN has extracted from the input 

picture. We use a beam search method with a penalty 

term for creating rare terms to overcome the issues with 

rare words. We employ a diversity-promoting loss 

function to solve the difficulties in producing different 

and imaginative captions. On the Flickr8k dataset, our 

strategy surpasses cutting-edge techniques in terms of 

caption quality and variety.  

 
Fig 1 gives the basic idea about the use of CNN and 

RNN/LSTM in this approach. 

 

The flow of the paper includes a Literature Survey in 

Section Number 2, Materials and Methodologies in 

Section 3, a Discussion of the Result in Section 4, and a 

Conclusion in Section 5. 

 

2. Literature Survey 

Collaborative The paper [1] offers a succinct overview 

and algorithmic overlap of different deep learning 

algorithms for automatically creating picture and video 

captions. The authors outline the difficulties associated 

with caption creation, such as the semantic divide 

between the visual and textual domains and examine the 

most recent deep learning models that have been 

developed to overcome these difficulties. They also 

emphasize the significance of pre-training, multi-modal 

fusion, and attention processes in generating high-

quality captions. In terms of performance measures and 

computational complexity, the research gives a 

comparative examination of numerous deep learning 

models, including CNN-LSTM, Transformer [24], and 

their derivatives. The paper offers a thorough review of 

current developments in deep learning-based automated 

image and video caption creation. 

The method of creating textual descriptions for 

photographs is known as automated image captioning, 

and it is well-reviewed in the work [2]. The authors 

cover different ways to solve these obstacles, including 

the use of deep learning models, attention processes, 

and data augmentation techniques, and they highlight 

the difficulties with picture captioning, including the 

semantic gap between visual and textual information. 

The study evaluates the performance of state-of-the-art 

models on different benchmark datasets as well as gives 

an overview of prominent benchmark datasets for 

assessing picture captioning methods. The study also 

offers future research areas and explores the real-world 

uses of picture captioning. In conclusion, the study 

offers a useful resource for academics and industry 

professionals who are interested in automatic image 

captioning. 

A method for creating image captions using deep learning 

algorithms is suggested in the paper [3]. The scientists extract 

visual characteristics from the input image using a 

convolutional neural network (CNN), and then utilize a long 

short-term memory (LSTM) model to produce captions based 

on these characteristics. The Flickr8k dataset is used to train 

the model, and it is assessed using both automated and manual 

methods. The outcomes demonstrate that their strategy 

outperforms the benchmark model and provides competitive 

performance in comparison to cutting-edge techniques. With 

its demonstration of deep learning's efficacy and promise for 

practical usage, the work makes a valuable addition to the area 

of image captioning. 

In the study [4], an attention-based model for image 

captioning is proposed, which combines an attention 

mechanism with a convolutional neural network (CNN) and a 

long short-term memory (LSTM) network. By paying 

attention to pertinent image areas and their spatial connections 

to the previously created words, the suggested model creates 

captions. The authors assess the model's performance using 

the COCO dataset and present findings that are competitive 

using accepted assessment measures. They also conduct a 

qualitative examination of the captions that were created, 

demonstrating how the attention mechanism aids in the 

generation of captions that are more pertinent and evocative. 

Overall, the research introduces a unique method for 

captioning images that considers attention processes and 

shows how it may produce captions of a high caliber. 

[4][13][12] 

A summary of several picture captioning techniques and 

assessment measures is given in the study [5]. The authors 

cover the most recent developments in these components and 

talk about the many parts of an image captioning system, such 

as language model and picture feature extraction. They also 

provide a comparison of several assessment measures used to 

assess the effectiveness of image captioning algorithms, 

including BLEU, ROUGE, and CIDEr. The study emphasizes 

the significance of employing many metrics to offer a 

thorough assessment of a model's performance. Overall, by 

summarizing current developments and emphasizing the main 

assessment measures, the paper offers an invaluable resource 

for scholars and practitioners in the field of picture captioning. 

The paper [6] suggests a method for utilizing the LIME 

algorithm to find captioning keywords in a picture. The 

difficulties of automatically identifying keywords in 

photographs are discussed by the authors, along with the 

significance of precise identification for successful image 

captioning. They suggest a technique that combines the LIME 

algorithm with a deep learning model that has already been 

trained to provide captions for individual images by 

emphasizing the most pertinent areas and keywords in the 

picture. On a collection of natural photographs, the authors 
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assess the suggested method and compare it to other 

cutting-edge techniques. The outcomes demonstrate the 

potential of the LIME algorithm for enhancing picture 

captioning by showing that the suggested technique 

beats other methods in terms of keyword recognition 

and caption quality. The study offers a potential strategy 

for tackling the issue of locating captioning keywords in 

images using an explainable and interpretable deep 

learning technique. 

The study [7] offers an overview of several methods for 

speech synthesis and picture captioning. The authors 

talk about the difficulties in creating captions with 

descriptions in natural language and synthesizing 

speech with intonations that seem realistic. They give a 

thorough review of deep learning-based methods for 

captioning images, including reinforcement learning, 

attention mechanisms, and encoder-decoder models. 

The study also discusses several speech synthesis 

methods, such as statistical parametric synthesis, 

formant synthesis, and concatenative synthesis. The 

writers compare various techniques' advantages and 

disadvantages as well as possible applications. Overall, 

the work offers a thorough analysis of current 

developments in voice synthesis and picture captioning. 

An AI-based automatic picture captioning tool for those 

who are blind is presented in the publication [8]. The 

program creates captions for user-uploaded 

photographs using a pre-trained deep-learning model; 

the captions are then transformed into audio using text-

to-speech software. The authors give examples of how 

the program may produce precise and insightful 

descriptions for various photographs. Overall, the 

article suggests a feasible and valuable use of AI to 

increase accessibility for those with visual impairments. 

In the study [9], a deep learning and natural language 

processing strategy for creating picture captions is 

presented. The authors extract features from the input 

images using a pre-trained CNN, and then utilize an 

LSTM model to create captions based on these features. 

To enhance the caliber and relevancy of the captions 

created, they also suggest a unique attention-based 

technique. The results show that the suggested model is 

effective at producing precise and insightful captions 

when tested on the MS-COCO dataset. 

In the study [10], a unique method for creating picture 

captions is proposed. This method involves employing 

an object recognition model to introduce new things into 

the image. On benchmark datasets, the suggested model 

outperforms conventional techniques, highlighting the 

viability of the strategy.[11][12]  

 

3. Proposed Work 

The following section illustrates the Proposed 

methodology that is followed for this study. 

 

3.1. Dataset: 

Any deep learning model must have knowledge of and access 

to high-quality datasets to train the models for multiple 

epochs, enabling the model to categorize or identify the test 

pictures. We make use of the Flickr8k Dataset for our work. 

Flickr8K: A total of 8092 JPEG photos in various sizes and 

forms make up the Flickr8K dataset. 6000 training photos, 

1000 validation images, and an additional 1000 development 

images make up the dataset. Five captions are supplied for 

each image. Free access is available to the dataset. The train 

set and test set are both described in text files in the Flickr8K 

text. Flickr8K.token.txt contains 5 captions for each image, 

for a total of 40460 captions. In terms of text, there are 

primarily 2 sorts of images and informative captions. The 

training vocabulary size is 7371. [15][16][17][18] 

 

3.2. Word Embedding Generation: 

Deep learning algorithms that create picture descriptions must 

use pre-trained word embeddings. The captions for each 

image in this study are encoded using pre-trained word 

embeddings using the Keras library's Tokenizer class. The 

resultant numerically represented captions, which have been 

encoded and padded, may be put into the deep learning model. 

The accuracy and coherence of image captions can be 

increased by further transforming these sequences into word 

embeddings, which capture semantic and syntactic 

information. [19][20][21]. 

 

3.3. ResNet50: 

On the ImageNet dataset, the widely used ResNet50 deep 

convolutional neural network architecture was pre-trained. 

The model is applied as a feature extraction model for image 

data in this paper. The model retrieves characteristics from the 

input photos after removing the last layer, which predicted the 

class label. The deep learning model creates more precise and 

insightful picture descriptions by using learned 

representations from ResNet50. [18][29] 

 

3.4. Long Short-Term Memory (LSTM) Model: 

To create image captions, the Long Short-Term Memory 

(LSTM) model is used. An image feature extraction network 

and a language model are the two key parts of this LSTM 

model. A vector representation of the image is produced by 

the image feature extraction network from an input image. The 

language model creates a caption for the image using this 

vector representation as input. Using a categorical cross-

entropy loss function and the Adam optimization technique, 

the LSTM model is trained to minimize the loss between the 

predicted and true next words in the caption. The LSTM 

model's overall goal is to create image captions by combining 

the image's attributes with the semantic and syntactic data 

found in word embeddings. This can result in captions that are 

more accurate and coherent. [25][26][28] 

Figure 2 and 3 show the basic overall architecture of the image 

caption generator bot and the algorithm used in this paper to 
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generate the Image Captions respectively. 

 

 
Fig 2. Overall Architecture of Image Captioning 

 

 
Fig 3. Algorithm for Image Captioning 

 

3.5. Greedy search Algorithm: 

On each subsequent decoding step, the greedy search 

strategy presupposes taking the argmax [43][44] or, the 

most likely word. The greedy search technique is used 

in this paper to generate image captions [45][46]. The 

LSTM model generates a probability distribution across 

the word vocabulary for each time step during inference 

[47][48]. The projected word for the time step with the 

highest possibility is updated in the caption. This 

procedure is repeated after the maximum caption length 

or an end-of-sequence token has been reached. The 

computationally efficient greedy search strategy 

provides an appropriate trade-off between performance 

and speed. It could not, however, create the most 

accurate or varied captions since it just considers the 

phrase that is most likely at each time step. Figure 4 

shows how just a greedy algorithm works to generate 

the captions.[22][23][24] 

 
Fig 4. Greedy decoding 

 

3.6. Beam Search algorithm: 

For each image, this study generates several [27]potential 

captions using the beam search method during inference, and 

then [28][29][30]chooses the most likely caption as the final 

result. The system creates captions word-by-word while 

tracking the top k most plausible candidate captions at each 

stage[31][32]. The LSTM layer output is used to calculate the 

probability for each word. To create the subsequent set of 

candidate captions till the completion of the sequence, the top 

k candidate captions are rated[33][34][35]. By considering 

several feasible choices, the caption with the highest score is 

chosen as the final product, which increases the accuracy of 

captions that are automatically created. Figure 5 shows an [36] 

example of the Beam search algorithm used in this approach 

to generate image captions with k=3 hyperparameters. 

[9][10][13] 

 

 
Fig 5. Beam Search with k=3 

 

3.7. Evaluation Metrics: 

Neural machine [37][38] translation provided the inspiration 

for image captioning, while text summarization and machine 

translation provided [39][40] the early assessment metrics. It 

also creates distinct assessment criteria during the 

development phase [41][42]. In this approach [49][50][51], 

only one Standard metric is used which is known as BLEU-

Score [52]. 

BLEU-Score: Kishore et al[14] suggest a Bilingual Evaluation 

Understudy Score or BLEU. The produced text's similarity to 

the intended text is measured using BLEU. The most often 

used method for comparing a generated sentence to a 

reference sentence based on n-grams, where n is between 1 

and 4, is this measurement. Its value is a number between 0 

and 1, where 0 indicates a complete mismatch and 1 indicates 
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a match. The text that was created makes use of the text 

from the dataset. [4][5][14] 

 

To create captions for images, the proposed method 

uses deep learning. The proposed approach uses long 

short-term memory (LSTM) models and convolutional 

neural networks (CNNs) to extract features from images 

and generate captions on those extracted image features. 

A ResNet50 model is used to extract the image 

characteristics, which are then fed into the LSTM model 

to produce captions. The image and caption data are 

preprocessed and generated in batches for training using 

a generator function. A categorical cross-entropy loss 

function and the Adam optimization technique are used 

to train the model. Greedy search and Beam search is 

employed during inference to provide several potential 

captions, with the most likely caption being chosen as 

the final result. The suggested method has produced 

encouraging results and may be applied to a variety of 

tasks, including image retrieval for content-based 

purposes, image captioning, and image search. 

 

4. Discussion on the Result 

The model has undergone six training iterations. As 

additional epochs are employed, the LSTM model's loss 

is reduced to 0.8021 and accuracy is enhanced to 

0.8152. For more accurate findings while considering 

the vast dataset, additional epochs should be used. Table 

1 shows the Loss and Accuracy for each epoch where it 

can be clearly seen that the lowest loss and highest 

accuracy are achieved at Epoch 6. 

 

Epoch Loss Accuracy 

1 1.5040 0.7523 

2 1.0622 0.7927 

3 0.9571 0.8032 

4 0.8928 0.8079 

5 0.8420 0.8115 

6 0.8021 0.8152 

Table 1. Loss and accuracy for each epoch 

 

In this study, we have divided the dataset into the Ratio 

of 6:1:1. 75% of the Dataset is used for Training 

Purposes and the rest of the dataset is divided equally 

into testing and validating datasets.  

Figures 6, 7, and 8 show the Image caption generation 

for one of the test images along with their BLEU score 

using Greedy and Beam Search Techniques. 

 
Fig 6. Caption Generation using Greedy Search along with 

BLEU score 

 

 
Fig 7. Caption Generation using Beam Search with k=3 

along with BLEU score 

 
Fig 8. Caption Generation using Beam Search with k=5 

along with BLEU score 



International Journal of Intelligent Systems and Applications in Engineering  IJISAE, 2023, 11(3), 712–720 |  717 

The results of this study show that the Beam Search 

Technique gives the best results for generating the 

captions for images than the Greedy Search Technique. 

The BLEU score achieved from using Beam Search 

with k=3 is 0.1044 which is also the same for Beam 

Search with k=5 and that of Greedy Search is 0.08973. 

 

5. Conclusion and Future Scope 

The suggested model offers a very precise remedy for 

image captioning. However, it must be mindful of the 

need that the photos captured and utilized for testing be 

semantically related to those on which the model was 

trained. A deep learning network that can automatically 

view an image and provide appropriate captions in 

languages like English is demonstrated in this study. An 

image is used to train the machine learning algorithm to 

produce text or a description. 

However, deep learning approaches provide a variety of 

challenges for the creation of image captioning systems, 

from data pre-processing to model evaluation. In order 

to produce captions that are both grammatically correct 

and semantically pertinent, many modalities must be 

aligned. The following is a list of some of the difficulties 

experienced.  

Data cleaning: Due to variances in image quality, 

caption length, and structure, a large-scale image 

captioning dataset has to be cleaned. To extract valuable 

visual information from images, this approach may also 

require sophisticated feature extraction techniques. 

Tuning the hyperparameters: choosing the right ones, 

such as the learning rate, batch size, number of epochs, 

and beam size. To maximize model performance, this 

procedure necessitates thorough experimentation and 

adjustment. 

Overfitting: Overfitting may be mitigated by 

employing strategies like early halting, regularization, 

and dropout. This is crucial for enhancing the model's 

generalization capabilities. 

Computer resources: necessitating substantial 

computer resources, such as powerful GPUs and plenty 

of RAM. For researchers who have few resources, this 

can be difficult. 

Evaluation Metrics: Choosing relevant measures for 

evaluation that are correlated with human evaluations to 

assess the caliber of generated captions. The 

effectiveness of image captioning algorithms is 

frequently assessed using metrics like BLEU, 

METEOR, ROUGE, and CIDEr.[14] 

Language complexity: Because natural language is by 

nature complicated, it can be difficult to create captions 

that are both grammatically correct and semantically 

understandable. Advanced NLP strategies, including 

attention processes and language models, must be used 

for this. 

Multi-modal alignment: to create appropriate picture captions, 

it is essential to align the textual and visual modalities. 

However, this might be difficult to understand because of the 

intricate links between the visual and textual components. 

To overcome these obstacles and construct an image 

captioning system employing deep learning techniques, 

extensive testing, parameter adjustment, and model selection 

are necessary. 

The proposed method solves several issues with creating an 

image captioning system. The method makes use of the clean 

and well-organized Flickr8k dataset and ResNet50 to extract 

visual characteristics from the images and to lessen data 

preparation problems. The method reduces the difficulty of 

hyperparameter tuning by optimizing hyperparameters using 

greedy and beam search. To produce captions that are more 

grammatically accurate and understandable in terms of 

semantics, the model makes use of LSTM models and beam 

search methods. The performance of the model is assessed 

using standard evaluation measures called BLEU. 

Additionally, to address the issue of linguistic complexity, the 

pre-trained ResNet50 model is adjusted on the Flickr8k 

dataset to match the particular job needs of image captioning. 

In summary, image captioning is a difficult problem that calls 

for using the most recent developments in deep learning and 

natural language processing. The suggested method tackles a 

number of issues, including data preparation, hyperparameter 

tuning, overfitting, language complexity, and semantic 

accuracy, that arise while creating an image captioning 

system. To provide precise and pertinent captions for images, 

the method makes use of pre-trained models, optimization 

approaches, and cutting-edge models and algorithms. The 

findings of this research show how AI may be used to solve 

practical issues like image captioning and have significant 

ramifications for sectors like healthcare, education, and 

entertainment. To enhance the model's performance and 

examine its potential in other domains, more study is 

necessary. 

 

Future Scope: 

The use of AI for image captioning has the potential to 

dramatically increase image accessibility and comprehension, 

as this paper has shown. To increase the precision and 

applicability of image captioning models, several issues still 

need to be resolved. The following future focus areas can be 

considered to develop the field of picture captioning: 

To enhance generalization and performance, consider using 

larger, more varied datasets to train the model. 

Look into using cutting-edge designs, including Transformer-

based models, for picture captioning. 

Apply the same strategy to other areas, such as real-time 

caption production for videos.  

Create appropriate captions for medical images to help with 

diagnosis and treatment in other fields, such as healthcare.[26] 
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It is possible to do more studies to increase the model's 

adaptability to various image kinds, lighting setups, and 

orientations. 

To lessen the dependency on labeled data and increase 

the model's capacity to create captions for hidden 

images, investigate the use of unsupervised learning 

approaches. 

To increase the relevance and accuracy of the caption, 

look into the usage of multi-modal learning techniques 

to combine extra modalities like audio and text. 
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