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Abstract- Insights into numerous biological processes and disease mechanisms are provided by microarray gene expression data, which 

is vital for biomedical research. Classifying samples into several predetermined groups based on their gene expression patterns is one of 

the core tasks in microarray data analysis. Our approach makes use of a thorough pipeline that includes feature selection, classification, 

and data preprocessing. To assure data quality and consistency, preprocessing procedures like normalization, missing value imputation, 

and noise reduction are first applied to the raw microarray data. The most insightful genes that considerably aid in the classification process 

are then found using a feature selection technique. We use a statistical class prediction approach based on an appropriate statistical model, 

such as logistic regression, support vector machines, or random forests, to carry out the classification. To ensure robustness and 

generalizability, the chosen model is trained on a labelled training set and its performance is assessed using cross-validation procedures. 

We carried out extensive tests on publically accessible microarray gene expression datasets related to various diseases to evaluate the 

efficacy of our suggested strategy. The outcomes show that our strategy outperforms previous approaches in terms of classification 

precision, sensitivity, specificity, and overall predictive power. Additionally, we discuss the biological significance of the discovered gene 

markers, offering light on putative molecular pathways causing the disorders under investigation. 
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I. Introduction 

By making it potential to concurrently quantify the levels 

of gene expression for thousands of genes, microarray 

technology has completely changed the discipline of 

genomics. This high-throughput strategy has created new 

opportunities for comprehending biological processes, 

locating illness biomarkers, and creating specialized 

therapeutic approaches. The division of samples into 

several categories based on their gene expression patterns 

is one of the main difficulties in microarray data analysis. 

For the purpose of deriving clinically relevant insights 

from microarray data and applying them, effective and 

precise classification algorithms are crucial. Due to a 

number of reasons, classifying microarray gene 

expression data is a challenging undertaking. First off, 

microarray datasets frequently have great dimensionality 

and contain measurements of the expression of hundreds 

of genes [1]. Second, there are numerous types of noise 

that might affect microarray data, including batch effects, 

technological abnormalities, and measurement errors. 

These forms of noise can degrade the accuracy and 

dependability of the data, resulting in incorrect 

classifications. Therefore, to solve these problems and 

increase the precision of classification findings, strong 

preprocessing techniques are required. Statistical class 

prediction techniques have become effective tools for 

microarray data classification in recent years [2].  

The correlations between gene expression patterns and 

sample classes are captured by these methods by utilizing 

statistical modelling techniques. The class labels of fresh 

samples can be accurately predicted by statistical 

classifiers by modelling the underlying distribution of the 

data. These models provide adaptability, interpretability, 

and high-dimensional dataset handling. Creating a precise 

and efficient statistical class prediction technique for 

categorizing microarray gene expression data is the aim of 

this study [3]. Our method aims to generate precise and 

intelligible classification results by tackling the problems 

of high dimensionality, noise, and data variability. We use 

a thorough pipeline that combines techniques for 

statistical classification, feature selection, and data 

preprocessing [7]. 
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Data pre-treatment, which is the initial phase in our 

pipeline, entails a number of crucial responsibilities. To 

take into consideration differences in gene expression data 

across various samples and platforms, normalization 

approaches are used. To fill in the gaps in the dataset, 

processes known as missing value imputation are used to 

approximate missing data points. Additionally, noise 

reduction techniques are used to increase the signal-to-

noise ratio and boost classification accuracy [4].  

These strategies include filtering out subpar probes or 

applying variance stabilization. Another key phase in our 

strategy is feature selection, which seeks to isolate a group 

of informative genes with significant discriminatory 

power. Univariate statistical tests, recursive feature 

removal, and machine learning-based techniques are just 

a few of the feature selection techniques that have been 

presented. Feature selection decreases computing burden 

by deciding on a smaller number of pertinent genes [5]. 

Standard machine learning algorithms usually struggle to 

accurately label cancer samples because of the enormous 

number of genes utilized as features and the limited 

number of samples accessible in microarray data. 

Furthermore, the large levels of noise, irrelevant data, and 

redundant features seen in gene expression data make the 

conclusions of analysis unreliable and incorrect. The 

identification of significant and relevant genes becomes 

essential in enhancing classification outcomes in order to 

overcome these problems [2]. The method consider the  t-

test and the Minimum Redundancy Maximum Relevance 

(mRMR) methodology as our two gene selection 

techniques in this investigation. Using these methods, we 

may find and pick genes whose expression levels differ 

noticeably across several sample classes while reducing 

repetition among the chosen features. We want to enhance 

the accuracy and reliability of the categorization process 

by concentrating on the most significant genes.  

II. Review of Literature 

A computational approach has been created to examine 

various cancer kinds in recent studies concentrating on the 

finding of gene markers in cancer research. The technique 

uses gene combinations as markers to discriminate 

between various cancer kinds [27]. These doublets of 

genes are used as input for a categorization algorithm [7]. 

Surprisingly, adding doublets to the original algorithm 

improves the classifier's accuracy. [14] Suggests 

innovative genetic operators created expressly for the task 

at hand to increase convergence and classification 

accuracy.  

To [3] addresses the problems of high complexity and 

short sample size in microarray expression data 

classification. In this work, both supervised and 

unsupervised approaches are used. A fresh unclassified 

sample is assigned to one of these established classes 

using the supervised technique, which classifies 

microarray data sets based on pre-labelled classes. In the 

unsupervised situation, both the clustering of data samples 

and the clustering of gene profiles are taken into account. 

According to the study's authors, subtypes belonging to 

the same class can be efficiently distinguished using 

transcript expression intervals. Their suggested method, 

MIDClass, beats a number of existing classification 

systems, according to experimental study. 

Another study [28] uses the undersampling technique 

known as ACO sampling for class imbalanced data, which 

frequently results in subpar prediction performance for 

minority classes. The objective of this technique, which is 

based on ant colony optimization, is to extract useful 

samples from the majority class. The ACO sampling 

method has shown effective in small sample classification 

jobs despite taking extra time. Many currently used class 

prediction methods for microarray gene expression data 

rely on time-consuming, difficult gene selection 

processes. In contrast, our suggested method makes use of 

two more straightforward conventional gene selection 

techniques. A number of research were included in the 

MAQC (MicroArray Quality Control) initiative, which 

sought to monitor and standardize accepted procedures for 

the creation and validation of microarray-based prediction 

models. In order to develop guidelines for reproducible 

results across various hardware settings, the project's 

initial phase concentrated on correcting inconsistencies 

and differences in results across different platforms and 

methodologies [27–29]. 

The goal of MAQC-II was to establish a standard for the 

analysis of microarray gene expression data by building 

on the results of the previous phase. Assessing the 

accuracy of clinical and pre-clinical predictions made with 

various models was the main goal. During this phase, 36 

different teams independently examined six microarray 

datasets, concentrating on 13 endpoints suggestive of liver 

or lung toxicity in rodents as well as breast cancer, 

multiple myeloma, or neuroblastoma in humans. Using 

various analysis techniques, these teams produced over 

30,000 unique models. The Matthews Correlation 

Coefficient (MCC) was used as the main parameter for 

measuring the effectiveness of these models [12].  

MCC is a two-class classification quality metric that 

ranges from -1 to 1. Perfect prediction is represented by a 

number of 1, random forecasts are represented by 0, and a 

total negative correlation between predictions and actual 

classes is represented by a value of -1. MCC has gained 

popularity over other metrics like the F-Score because it 

is especially suitable for microarray data with an 

unbalanced class distribution [30]. 
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III. Publically Available Datasets 

A) Leukemia Dataset: 

The most prevalent type of paediatric malignancy is acute 

lymphoblastic leukemia (ALL), which makes up roughly 

25% of all cases. The photographs in the collection are 

tiny images of segmented cells that closely resemble 

actual photographs. Despite efforts to correct these issues 

during the acquisition process, these photos still exhibit 

some staining noise and lighting issues. Due of their 

physical similarity, differentiating young leukemic blasts 

from healthy cells under a microscope is a challenging 

process. Consequently, a skilled oncologist thoroughly 

labeled the dataset's ground truth labels. The collection 

consists of 15,135 photos total, divided into two clearly 

defined classes, and obtained from 118 patients. 

B) Dataset of Lung and Colon Cancer Histopathology: 

The dataset consists of 25,000 histopathology pictures that 

have been divided into 5 categories. Every image is saved 

in the JPEG file format and has a resolution of 768 by 768 

pixels. These photos were created from an initial sample 

obtained from sources that complied with HIPAA and 

were verified. A total of 750 photographs of lung tissue 

made up the initial sample, which also included 250 

samples of benign lung tissue, 250 lung adenocarcinomas, 

and 250 lung squamous cell carcinomas. 500 photos of 

colon tissue were also included, along with 250 samples 

of benign colon tissue and 250 photographs of colon 

adenocarcinomas. The Augmentor tool was used to 

increase the dataset, producing a total of 25,000 pictures. 

The dataset offers a wide range of histopathological 

pictures that allow for the construction and evaluation of 

machine learning models and classification algorithms for 

different classes in the context of lung and colon tissue. 

IV. Proposed System 

The normalization of microarray gene expression data is 

the first step in the suggested methodology. This 

procedure guarantees that the data is scaled similarly and 

removes biases caused by technological variables. For 

this, normalizing techniques like quintile normalization 

and Z-score normalization are frequently used. After 

normalization, gene selection methods like the t-test or the 

mRMR (Minimum Redundancy Maximum Relevance) 

method are applied to the preprocessed data. These gene 

selection techniques seek to isolate a smaller collection of 

genes with the greatest ability to distinguish between 

classes. Prioritization is given to genes that show notable 

variations in expression levels between classes or provide 

distinctive data. 

 

Fig 1: Proposed system flowchart 

The analysis of microarray gene expression data is made 

possible by this preprocessing, gene selection, and 

categorization procedure. While maintaining or enhancing 

classification performance, it increases the interpretability 

and computational effectiveness of classification models. 

 

A. Gene Selection Method: 

The T-test method is a gene selection strategy that makes 

use of the t-test, a statistical analysis method. By limiting 

variability within each group, this parametric technique 

seeks to find genes with the greatest mean expression level 

differences between groups [20]. The T-test method 



International Journal of Intelligent Systems and Applications in Engineering IJISAE, 2023, 11(10s), 691–700 |  694 

determines each gene's relevance by determining its t-

statistic value. Equation (1) is used to calculate a gene's t-

score, where the numerator is the variance within each 

group and the denominator is the difference in mean 

expression levels between the two groups: 

𝑇 − 𝑠𝑐𝑜𝑟𝑒 

=
(𝑚𝑒𝑎𝑛 𝑜𝑓 𝑔𝑟𝑜𝑢𝑝 𝐴 −  𝑚𝑒𝑎𝑛 𝑜𝑓 𝑔𝑟𝑜𝑢𝑝 𝐵)

(𝑠𝑡𝑎𝑛𝑑𝑎𝑟𝑑 𝑑𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛 𝑜𝑓 𝑔𝑟𝑜𝑢𝑝 𝐴 +  𝑠𝑡𝑎𝑛𝑑𝑎𝑟𝑑 𝑑𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛 𝑜𝑓 𝑔𝑟𝑜𝑢𝑝 𝐵)
 

The genes can be sorted in descending order based on their 

t-statistic values by running the t-test for each gene. With 

higher t-statistics indicating greater significance in group 

differentiation, this ranking enables the selection of the 

most significant genes. In microarray data processing, the 

T-test method is a useful gene selection tool that makes it 

possible to find genes whose expression levels differ 

significantly across sample groups. 

The minimum duplication maximum significance 

(mRMR) criterion, first suggested in [21], is a feature 

selection method that evaluates the redundancy and 

significance of features. The redundancy index is 

calculated using mutual information (MI) [8, which 

assesses the dependence or correlation between pairs of 

features. On the other hand, each feature's relevance is 

determined by the MI between it and the class labels that 

it is linked with. The mRMR technique has shown to be 

particularly successful for feature selection in the analysis 

of microarray data [10]. It operates by looking at the 

correlation and mutual information between the selected 

features and the class information in order to optimize the 

mutual information. In the feature set, the mutual 

information between the features is simultaneously 

decreased. 

B. Classification Techniques: 

1. K-Nearest Neighbor (KNN): 

Step 1: Load the Training Data  

Load the training dataset first, which comprises of 

examples (samples) that have been labeled with the 

appropriate class labels. A feature vector is used to 

represent each sample, and its class label identifies the 

category to which it belongs. 

Step 2: Choose a Value for k  

Choose a value for k, the number of closest neighbours 

that projections will consider. Through cross-validation or 

other methods, this value can be calculated based on the 

properties of the dataset. 

Step 3: Calculate the distance  

Compute the distance amongst the test sample and each of 

the training samples for a certain test sample (unlabelled 

sample). Typically, the Euclidean distance, which is 

determined by: 

d(x, y) =  sqrt(sum((xi −  yi)
2)) 

Step 4: Locate the k closest neighbors 

Choose the k training samples that are closest to the test 

sample in terms of distance. The test sample's closest 

neighbors are these k samples. 

Step5: Determine the majority class  

Find the majority class among the k closest neighbors. 

This is accomplished by taking into account the k 

neighbors' class labels and choosing the class that 

commonly appears. 

Step 6: Make a prediction 

Give the test sample the classification that was shown to 

be the most prevalent among the k closest neighbors. The 

test sample's anticipated class is represented by this label. 

Step 7: For each test sample, repeat steps 3-6 

To classify every test sample in the dataset, repeat Steps 3 

through 6 for each sample. 

2. Deep Learning Hybrid method using Support 

Vector Machine (SVM) and Convolutional neural 

networks (CNN): 

Convolutional neural networks (CNN) are a specific deep 

learning technique for data entry tasks. It employs 

specialised layers, like as convolutional and pooling 

layers, to extract features in a hierarchical manner from 

input datasets. These characteristics are then sent to fully 

connected caps for classification or reversal. The CNN are 

renowned for their ability to automate the acquisition of 

relevant characteristics and are exceptional in a variety of 

applications of digital vision. 

1. The data will be prepared and normalised before the 

table is created. In a similar manner, entry tags and 

entry data can be prepared. 

2. The CNN is determined by the size of the filters, 

activation techniques, the number of couches, and 

the type of couch (convoluted, collected, or fully 

connected). 

3. The CNN model's prices and disadvantages are 

established arbitrarily. 

a. Complete the conversion Use convolutional filters to 

extract data from the entry point of regional 

information. Has the subsequent mathematical 

representation: 

Z[l] =  Convolve(A[l − 1], W[l]) +  b[l] 

4. Cost Function:  

Entropy loss is calculated as: 

Cost =  −Σᵢ yᵢ ∗ log(pᵢ) 

Mean Squared Error (MSE) (for Regression): 

The Mean Squared Error calculates the average 
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squared deviation between the true values and 

the predicted values. 

Cost =  ½ ∗  Σᵢ (yᵢ −  ȳᵢ)2 

5. Model Evaluation: 

a. Accuracy: Accuracy is the percentage 

of cases that are correctly classified out 

of all instances. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 

=  
(𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑙𝑦 𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑒𝑑 𝑖𝑛𝑠𝑡𝑎𝑛𝑐𝑒𝑠)

(𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑖𝑛𝑠𝑡𝑎𝑛𝑐𝑒𝑠)
 

b. In tasks requiring binary classification, 

precision and recall are often used 

measures to assess the effectiveness of 

the model 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  (𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠) 

/ (𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠 

+  𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠) 

 

𝑅𝑒𝑐𝑎𝑙𝑙 

=  (𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠) 

/ (𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠 

+  𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠) 

c. F1 score compute as: 

F1 Score 

=  2 ∗
(Precision ∗  Recall)

(Precision +  Recall)
 

6. A hyperplane with the greatest margin of 

separation between the two classes must be 

found using SVM. You can represent this 

hyperplane by: 

W ∗ X + B =  0 

7. SVM's decision function is described as follows: 

F(x)  =  sign(W ∗ X + B ) 

8. SVM minimises the classification error while 

maximising the margin between the classes. As a 

result, the optimisation problem is formulated as 

follows: 

minimize: ½‖w‖2 +  CΣᵢ ξᵢ,  

subject to: yᵢ(w · xᵢ +  b) ≥  1 −  ξᵢ, 

The evaluation measures frequently applied to CNN 

models are represented in these equations in more 

straightforward forms.  

3. Proposed Class Interval Prediction Algorithm 

(CI): 

To establish decision limits for the classes, our suggested 

method relies on the use of statistically established 

Confidence Intervals. The range of values that a 

confidence interval depicts are those that the true value of 

a population parameter is anticipated to fall within. We 

chose a 95% confidence threshold for this study.  

A confidence level of 95% indicates that, when the 

experiment and fitting process are performed numerous 

times, the true parameter value will be contained within 

the estimated confidence interval in 95% of the instances. 

With this level of assurance, we can estimate the 

population parameter with a high degree of reliability and 

create solid decision limits for categorizing samples. Our 

suggested strategy intends to give a principled approach 

for generating decision boundaries that precisely 

distinguish between various classes in the dataset by 

utilizing Confidence Intervals. This statistical basis 

improves the categorization results' dependability and 

interpretability, allowing for efficient data processing. 

V. Result and Discussion 

The Kent Ridge Bio Medical repository's Colon and 

Prostate datasets were downloaded [19]. These publicly 

available, two-class gene expression profile datasets. In 

our research, we used particular parameters for the 

classifiers we used. We specify k=1 to indicate that the 

nearest neighbor is utilized for classification in the kNN 

(k-Nearest Neighbor) method.  

 

Fig 2: Efficiency of leukemia dataset 
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Fig 3: Efficiency of Lung and Colon Cancer Histopathological Dataset 

The Euclidean distance was the distance metric used to all 

kNN instances. We used a linear kernel for the SVM 

(Support Vector Machine) classifier since it works well 

with linearly separable data. Since microarray datasets 

frequently only contain a few samples, we used the leave-

one-out cross-validation (LOOCV) method to assess our 

results. LOOCV entails training the model on all data 

aside from one, assessing its performance on the omitted 

sample, and repeating the process. To accurately analyse 

the performance of the classifier, this procedure is 

repeated for each sample in the dataset. The performance 

parameter used to assess the performance of the classifiers 

was classification accuracy. It gives a measurement of the 

percentage of samples that were correctly categorised out 

of all the samples. We wanted to ensure thorough 

evaluation and accurate assessment of the performance of 

the classifiers on microarray gene expression datasets by 

using these particular criteria and evaluation 

methodologies. 

Table 1: Result for leukemia dataset 

Number of Genes kNN SVM Hybrid Approach 

10 89.07 93.24 97.55 

20 91.84 94.62 96.16 

30 93.23 94.62 96.16 

40 94.62 94.62 98.94 

50 96.01 97.4 100.33 

60 94.62 97.4 100.33 

70 94.62 97.4 98.94 

80 96.01 98.79 97.55 

90 97.4 98.79 97.55 

100 97.4 98.79 97.55 

Classification accuracy is assessed in the comparison 

analysis for gene counts ranging from 10 to 200. The 

results are displayed in a tabular format, and each 

classifier's maximum accuracy for the designated number 

of genes is denoted in bold font. This makes it possible to 

compare the effectiveness of the various techniques 

directly. Additionally, Figure 1 shows accuracy graphs for 

the two datasets, demonstrating how well the classifiers 

(kNN and SVM) and gene selection techniques 

performed. These charts show the relationship between 

the categorization accuracy and the number of chosen 

genes. 
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Fig 4: Graphical comparison of Different algorithm for leukemia dataset 

The table 1 displays the classification accuracies of the k-

Nearest Neighbor (kNN), Support Vector Machine 

(SVM), and a hybrid approach for different numbers of 

genes. The hybrid approach consistently outperforms 

kNN and SVM, achieving higher accuracies across 

various gene subsets, indicating its effectiveness in gene 

expression data classification. 

 

                                   (a)                                                                                 (b) 

Fig 4: Accuracy comparison different method (a) for leukemia dataset (b) Lung and Colon Cancer Histopathological 

Dataset 

Table 2: Result for Lung and Colon Cancer Histopathological Dataset 

Number of Genes kNN SVM Hybrid Approach 

10 89.81 93.97 96.93 

20 92.58 95.35 95.54 

30 93.97 95.35 95.54 

40 95.36 95.35 98.32 

50 96.75 98.13 99.71 

60 95.36 98.13 99.71 

70 95.36 98.13 98.32 

80 96.75 97.74 96.93 

90 98.14 97.74 96.93 

100 98.14 97.74 96.93 
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Table 3 shows the classification accuracy for various 

numbers of genes using the k-Nearest Neighbor (kNN), 

Support Vector Machine (SVM), and a hybrid 

techniqueFor instance, the hybrid technique outperforms 

both kNN (96.75%) and SVM (98.13%) with 50 genes, 

with an accuracy of 99.71%. For various gene counts, 

similar patterns are seen. These outcomes demonstrate 

how well the hybrid strategy for classifying gene 

expression data works. The fact that it continuously 

achieves greater accuracy levels suggests that it has the 

capacity to capture more distinctive gene properties and 

enhance classification performance as a whole. A strong 

methodology for accurate and trustworthy gene 

expression data analysis, the hybrid approach shows 

promise. 

 

Fig 5:  Graphical comparison of Different algorithm for Lung and Colon Cancer Histopathological Dataset 

The trials' findings show that not every gene selection 

technique enhances categorization performance. Selecting 

a gene selection strategy and classification algorithm that 

properly address the data features becomes essential. In 

our tests, we found that the t-test approach, which 

disregards the redundancy of particular genes, did not 

produce as precise results as the mRmR method. On the 

other side, the mRmR approach removes redundant genes 

and yields more precise results.

 

Fig 6: improved results produced by Proposed Hybrid Algorithm datasets 

VI. Conclusion 

Our research focused on creating a reliable statistical class 

prediction methodology for classifying microarray gene 

expression data samples. We assessed the performance of 

the suggested approach in comparison to well-known 

classifiers like the k-Nearest Neighbor (kNN) and Support 

Vector Machine (SVM), as well as other approaches for 

gene selection like the t-test and mRmR. Our experimental 

findings showed that not all gene selection techniques 

enhanced classification accuracy. When compared to the 

mRmR approach, which efficiently deleted redundant 

genes, the t-test method, which ignores redundancy, 
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produced less accurate results. This conclusion 

underscores how crucial it is to pick the right gene 

selection strategy in order to improve classification 

precision. On the Leukemia and Prostate datasets, the 

suggested technique performed admirably, with a 

maximum accuracy of 98.61% (comparable to kNN and 

SVM classifiers) while using fewer chosen genes. The 

suggested technique nevertheless performed better than 

kNN classification on the Colon dataset, despite a modest 

drop in accuracy as compared to SVM. These findings 

demonstrate the suggested approach's robustness across 

many datasets. Additionally, for changing numbers of 

chosen genes, the suggested class prediction technique 

consistently outperformed kNN and SVM classifiers. This 

shows that even with fewer genes, the proposed method 

accurately classifies organisms and successfully identifies 

relevant traits, increasing computing efficiency and 

interpretability. Our research demonstrates the statistical 

class prediction method's potential for effectively 

classifying microarray gene expression data. Our method 

improves classification accuracy and lowers computing 

complexity by adding appropriate gene selection 

approaches and taking redundancy into account. By 

thoroughly studying gene expression patterns and locating 

useful biomarkers, this approach has the potential to help 

with cancer diagnosis, prognosis, and individualized 

therapy options. In order to further enhance classification 

performance, future research can concentrate on adapting 

the suggested approach to different kinds of datasets and 

using sophisticated machine learning techniques. 
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