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Abstract- A crucial part of handling different data science problems is machine learning, a branch of artificial intelligence. One of its 

common uses is making predictions based on past data. Classification is a powerful machine learning technique that is frequently used to 

produce accurate predictions. On the other hand, some categorization algorithms may have a maximum level of accuracy. In this study, 

the ensemble classification technique which combines multiple classifiers is investigated as a means of enhancing the precision of less 

accurate algorithms.  Accurate diagnosis and classification of cardiovascular diseases are essential for selecting the most effective 

treatment and reducing mortality. Machine learning has developed into a crucial tool in the medical sector by leveraging data patterns for 

improved diagnosis. This project aims to reduce misdiagnosis and improve patient outcomes by developing a predictive model for 

cardiovascular illnesses using machine learning techniques. In this study, machine learning is used to address the problem of accurate 

classification of cardiovascular diseases. The developed methodology can help diagnosticians make informed choices that lead to quick 

and targeted therapies. This study shows how machine learning has a significant impact on medicine and has the potential to reduce 

cardiovascular disease-related mortality. On a dataset of heart disease patients, the work focuses on employing ensemble classification to 

increase prediction accuracy. The goal is to demonstrate the algorithm's value in predicting diseases early using medical data and to raise 

the accuracy of weaker classifiers. Experimental comparisons were done to determine the impact of the ensemble technique on the 

accuracy of heart disease prediction. 
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I. Introduction 

The CHDD is used by researchers to investigate and 

examine risk factors for heart disease, create prognostic 

models, and assess the efficacy of various diagnostic 

procedures and therapeutic approaches. The dataset has 

considerably advanced our knowledge of and ability to 

treat cardiac disease. 17 million people have tragically 

passed away as a result of the high cost and unfeasibility 

[5]. Additionally, cardiovascular disease has major 

financial repercussions for businesses because it 

accounts for 25 to 30 percent of annual medical costs for 

employees [8]. Therefore, to lessen the financial and 

physical toll on people and organizations, early 

identification of heart disease is essential. 

The heart disease and stroke will continue to be the two 

main causes of cardiovascular disease fatalities, with the 

overall number of deaths from these illnesses expected to 

reach 24.6 million by 2035 [9]. These figures show how 

critical it is to take quick action to identify and treat heart 

disease in order to lessen its catastrophic effects on the 

health of the entire world. More than 70% of all fatalities 

are caused by cardiovascular disease (CVDs), including 

heart disease, which continues to be a primary cause of 

sickness and death worldwide. Obesity, tobacco use, 

excessive sugar consumption, and unhealthy eating 

habits are all prominent risk factors for heart disease, 

which are more common in high-income countries.  

However, a concerning rise in chronic diseases is also 

being seen in low- and middle-income nations. 

According to estimates, from 2010 to 2015, CVDs had 

an economic impact of almost USD 3.7 trillion on a 

global level. This significant financial burden is a 

reflection of the price of healthcare services, the cost of 

treatment, lost productivity, and other relevant 

expenditures related to managing CVDs. It is essential to 

address the prevention, early identification, and 

management of heart disease in order to improve both 
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public health and the economic burden on societies 

around the world. 

By enabling the examination of enormous amounts of 

data and revealing hidden patterns that can help with 

clinical diagnosis, data mining techniques have 

transformed the medical industry [10]. Numerous studies 

undertaken over the past few decades have shown the 

importance of data mining in healthcare [11]. 

II. Review of Literature 

Techniques like machine learning and data mining are 

extremely helpful for solving a variety of issues, 

including forecasting dependent variables based on 

independent factors. Due to its enormous and 

complicated data resources, which are impossible to 

handle manually, the healthcare industry, in particular, 

greatly benefits from the deployment of these 

methodologies. Data mining and machine learning 

provide potent methods to extract significant insights 

from the wealth of healthcare data, including electronic 

health records, medical imaging, genetics, and patient 

demographics. With the aid of these tools, healthcare 

professionals are able to rapidly evaluate massive 

datasets, spot trends, and assign varied medical problems 

and outcomes to categories or forecasts. Healthcare 

professionals may increase diagnostic precision, forecast 

disease development, identify risk factors, optimize 

treatment regimens, and even improve patient outcomes 

by utilizing machine learning algorithms. 

With an outstanding accuracy of 92.1% in heart disease 

risk prediction, Support Vector Machines (SVM) 

emerged as the best predictor among these methods. 

With an accuracy of 91%, neural networks came in 

second place, while decision trees came in third with an 

accuracy of 89.6% [23]. These machine learning 

algorithms examine pertinent patient data, including 

medical history, demographic data, and results of 

diagnostic tests, to find trends and create predictive 

models for the early identification of heart disease risks. 

Healthcare practitioners can improve their capacity to 

recognize people who are at early risk of acquiring heart 

disease by utilizing these cutting-edge procedures. This 

makes it possible for preemptive interventions, 

individualized treatment programs, and lifestyle 

adjustments that may lower the morbidity and mortality 

linked to heart disease. 

Shah et al.'s work [18] aimed to create a model utilizing 

machine learning methods to predict cardiovascular 

disease. They used the Cleveland heart disease dataset 

from the UCI machine learning repository, which 

contained 303 occurrences and 17 characteristics. 

Numerous supervised classification techniques were used 

by the researchers, including naive Bayes, decision trees, 

random forests, and k-nearest neighbour (KNN). 

According to the study's conclusions, the KNN model 

had the greatest accuracy rate among the examined 

models, at 90.8%. This result demonstrates the potential 

utility of machine learning methods for cardiovascular 

disease prediction. The study also stresses how crucial it 

is to choose the right models and methods in order to 

forecast such diseases with the best accuracy. 

The study's machine learning approaches performed 

effectively, correctly classifying 114 out of 144 (79.17%) 

low-risk patients and 40 out of 47 (85.11%) high-risk 

patients. The model's area under the curve (AUC) score, 

which was 0.87, demonstrated its effectiveness in 

identifying extensive CVD in MAFLD patients using 

straightforward patient criteria. These results show the 

effectiveness of machine learning techniques in 

identifying MAFLD patients at risk for cardiovascular 

disease. By using these methods, medical personnel may 

be able to better risk stratify patients with MAFLD, carry 

out prompt interventions, and manage their 

cardiovascular health. 

Table 1: Related survey for prediction CVD disease from large dataset 

Paper Method Used Maximum 

Accuracy 

Experimental Dataset Used 

 [5] Random Forest, Support Vector Machine, and 

Stacking of KNN 

76.1% Cardiovascular disease 

dataset  (CVD) from kaggle 

[7] Naive Bayes, Random forest, KNN and 

Logistic regression 

72% CVD form kaggle 

[12] Decision tree 74.77% CVD form kaggle 

[21] Repeated random with random forest 88.01% CVD from UCI 
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[22] Holdout cross-validation integration with neural 

Network 

73.82% CVD from kaggle 

[22] Cross-validation method with logistic 

regression (solver: lbfgs) where k = 30 

73.72% CVD1 from kaggle 

[22] Cross-validation method with linear SVM 

where k = 10 

73.22% CVD from kaggle 

 

III. Dataset Description 

Cleveland heart dataset (CHD) dataset from the UCI 

machine learning repository was used in the study. There 

are 303 occurrences in this collection, and there are a 

total of 14 attributes. Eight of these characteristics are 

categorized, and the remaining six are numerical. To 

guarantee a thorough representation of the factors 

connected with the study's goal, the dataset was carefully 

chosen. The description of dataset represent in table 2. 

Table 2: Dataset feature description 

Sr. No. Feature Variable Minimum Value Maximum Value Classes 

1 Gender - - 2 categories Male and 

female 

2 Cholesterol 1 3 3 categories Low, Normal, 

High 

3 Glucose 1 3 3 categories Normal, 

Above Normal, High 

4 Smoking 0 1 2 categories Yes, No 

5 Alcohol Intake 0 1 2 categories Yes, No 

6 Physical Activity 0 1 2 categories Yes, No 

7 Presence or Absence of 

Cardiovascular Disease 

(Cardio) 

0 1 2 categories Yes, No 

8 Age 10,798 23,713 - 

9 Height 55 250 - 

10 Weight 10 200 - 

11 Systolic Blood Pressure -150 16,020 - 

12 Diastolic Blood Pressure -70 11,000 - 

Patients between the ages of 29 and 79 are included in 

the dataset utilized in this investigation. The value 1 for 

male patients and 0 for female patients serves as a gender 

indicator. There are four distinct types of chest 

discomfort that are regarded as signs of heart disease.  

The attribute "trestbps" denotes the measurement of 

resting blood pressure, and the attribute "chol" denotes 

the level of cholesterol. A value of 1 is given if the 

fasting blood sugar is under 120 mg/dl and a value of 0 if 

it is higher. "Fbs" stands for fasting blood sugar level. 

The electrocardiogram result for resting is shown as 

"Restecg," the maximal heart rate is shown as "Thalach," 

and exercise-induced angina is shown as "Exang," with 

pain levels of 1 or 0 denoting the existence of pain. The 

terms "Oldpeak" and "slope" relate to the activity-

induced ST depression and the slope of the peak exercise 

ST segment, respectively. The variable "ca" denotes the 

quantity of main vessels fluoroscopically colored, while 

the attribute "thal" denotes the number of minutes the 

exercise test lasted. 
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IV. Classification Techniques 

The classification method of supervised learning is used 

to forecast outcomes using historical data. In this study, a 

novel method for identifying heart disease using 

classification algorithms is provided. Additionally, by 

using a group of classifiers, the classification accuracy is 

improved. The dataset is split into two subsets: a training 

set and a test set—to evaluate the suggested 

methodology. The training dataset is used to train the 

individual classifiers so they can recognize patterns and 

connections in the data. The test dataset is then used to 

evaluate the efficiency and performance of these 

classifiers. 

1. Naive Bays: 

A probability-based classification technique built on the 

ideas of the Bayes theorem is the Naive Bayes classifier, 

commonly referred to as the Bayesian classifier. It is 

regarded as a particular instance of the Bayesian 

network. The Naive Bayes classifier bases one of its 

main presumptions on the idea that all features are 

conditionally independent. Accordingly, modifications to 

one feature have no impact on modifications to other 

features' probabilities. 

When classifying high-dimensional datasets, the Naive 

Bayes method excels. The classifier effectively manages 

datasets with a lot of attributes by utilizing the notion of 

conditional independence. Based on the individual 

probabilities of each feature given a specific class, the 

algorithm can treat each feature individually and 

generate predictions as a result. 

A set of training data with appropriate class labels is 

called D. Each tuple in the collection has n attributes that 

are denoted by the expression X = A1, A2,..., An. The 

collection has m classes identified by the letters C1, 

C2,..., Cm. If and only if the posterior probability of 

class Ci, conditioned on X, is the highest among all the 

classes, the Nave Bayes classifier predicts that tuple X 

belongs to class Ci. 

𝑃 (
𝐶𝑖

𝑋
) > 𝑃 (

𝐶𝑗

𝑋
)    𝑓𝑜𝑟 1 ≤ 𝑗 ≤ 𝑚, 𝑖 ≠ 𝑗 

By reducing the combined probability of X and Ci, 

denoted as P(Ci | X), by the likelihood of the tuple X, 

denoted as P(X), one can determine the probability of 

class Ci given tuple X, denoted as P(Ci | X), according to 

Bayes' theorem. This can be stated as follows: 

P(Ci | X)  =  (P(X | Ci)  ∗  P(Ci)) / P(X) 

The posterior probability P(Ci | X) must be maximized in 

order for us to conclude that tuple X belongs to the class 

Ci in the Naive Bayes classifier. The maximum 

posteriori hypothesis is applied to the class Ci for which 

P(Ci | X) is maximal. We can ascertain the most likely 

class to which tuple X belongs by contrasting the 

posterior probability of all classes. 

P(Ci | X) =  ∏(P(X k | Ci)

𝑚

𝑘=1

 

If attribute Ak is categorical, then P(X | C)k=i denotes 

the likelihood, given the dataset D, of finding the value 

xk for attribute Ak in tuples of class Ci. This probability 

is determined by dividing the total number of class Ci-

belonging tuples in  Ci (|Ci ∩ D|).by the number of 

tuples in D that have the value xk for attribute Ak. 

P(X | Ci )P( Ci )  >   P(X |Cj) P(Cj)           𝑓𝑜𝑟      1 ≤ 𝑗

≤ 𝑛     ,    𝑖 ≠ 𝑗 

If and only if the probability P(Ci | X) is maximized over 

all classes, the classifier will predict that tuple X belongs 

to class Ci. In other words, the classifier assigns the class 

label Ci to tuple X if the posterior probability of class Ci, 

given tuple X, is the highest. To identify the most likely 

class given tuple X, the posterior probabilities of all 

classes are computed and compared. 

2. Random Forest: 

The term "random forest" denotes that the algorithm 

creates a structure like a forest made up of numerous 

individual trees. Given that it integrates the results of 

several algorithms, it is referred to as an ensemble 

algorithm. 

Algorithm Random Forest: 

Let D be a training set D =  {( x1, y1), … , (xn, y, )} 

Let h =  h1( x), h 2(x ), … , for an ensemble of weak classifier 

 If each h𝑘  is a decision tree, the parameters of the tree are defined as 

θ =  (θ𝑘1, θ𝑘2,, … . . , θ𝑘𝑝, ) 

Each decision tree k leads to a classifier ℎ𝑘 (x )  =   h(X |𝜃𝑘)  

Final Classification f(x)  =  Majority of ℎ𝑘  (x ) 
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Each tree in a random forest utilizes a random selection 

of features and is trained on a distinct subset of the 

training data. With less overfitting, the model performs 

better overall and is more robust thanks to this 

randomness. To arrive at a final categorization 

determination during prediction, the random forest 

integrates the forecasts of each individual tree. 

The random forest approach can handle complicated 

datasets and capture subtle correlations between 

attributes by utilizing the diversity of numerous decision 

trees. It is renowned for its capacity to manage high-

dimensional data, deal with missing values, and offer 

perceptions into the significance of features. Overall, the 

ensemble nature of the random forest method and its 

capacity to deliver accurate and dependable results make 

it a strong and well-liked option for classification 

problems. 

3. Decision Tree: 

Large datasets are managed using decision trees, 

structures that resemble trees. They are frequently 

represented as flowcharts, where the inner nodes stand in 

for the characteristics or attributes of the dataset and the 

outer branches reflect the results. Decision trees are 

admired for their effectiveness, dependability, and 

readability. 

The value of the property at each node is compared to the 

relevant data in the record to determine the next step in 

the tree. The method follows the corresponding branch 

that leads to the following node in the tree based on the 

results of the comparison. 

Entropy(S) =  − Σ (p(i) ∗  log2(p(i))) 

Entropy values vary from 0 to 1, with 0 denoting an 

entirely pure node (all examples come from the same 

class), and 1 denoting the largest amount of impurity 

(examples are evenly dispersed among several classes).  

Information Gain (S, A)  =  Entropy(S)  −  ∑v

∈ values(A) |Sv| |S| Entropy(Sv) 

Decision tree algorithms heavily rely on the notion of 

entropy. Entropy measures the chaos or impurity within a 

collection of training instances. The entropy changes as a 

decision tree node splits the training instances into more 

manageable chunks. Information gain is the 

measurement of this change in entropy. Gaining 

information enables the algorithm to select the most 

informative characteristics for data splitting and decision 

tree construction. 

4. Multilayers Perceptron: 

Multilayer perceptrons use perceptrons, which are 

synthetic neurons inspired by biological neurons. These 

synthetic neurons are in charge of mapping the network's 

inputs and processing weighted inputs. The multilayer 

perceptron lowers the network to two layers and 

streamlines the information flow by using an activation 

function. 

The allocated weights are modified repeatedly as part of 

the perceptron's learning process. In order to maximize 

the network's performance in creating accurate 

classifications, the algorithm adjusts the weights 

throughout training. The perceptron fine-tunes its 

decision-making process by incrementally altering the 

weights, which improves its capacity to distinguish 

between various classes. 

Algorithm for Multi-layered Perceptron 
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𝐼𝑛𝑖𝑡𝑖𝑎𝑙𝑖𝑧𝑒 𝑤𝑒𝑖𝑔ℎ𝑡𝑠 𝑎𝑛𝑑 𝑏𝑖𝑎𝑠𝑒𝑠 𝑖𝑛 𝑁, 𝑤ℎ𝑒𝑟𝑒 𝑁 𝑖𝑠 𝑡ℎ𝑒 𝑁𝑒𝑡𝑤𝑜𝑟𝑘  

𝑤ℎ𝑖𝑙𝑒 𝑐𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛 𝑖𝑠 𝑡𝑟𝑢𝑒 {  

𝑓𝑜𝑟 𝑒𝑎𝑐ℎ 𝑡𝑟𝑎𝑖𝑛𝑖𝑛𝑔 𝑡𝑢𝑝𝑙𝑒 𝑋 𝑖𝑛 𝐷 {  

𝑓𝑜𝑟 𝑒𝑎𝑐ℎ 𝑖𝑛𝑝𝑢𝑡 𝑙𝑎𝑦𝑒𝑟 𝑢𝑛𝑖𝑡 𝑗 {  

 𝐸𝑗 = 𝐾𝑖  

 𝑓𝑜𝑟 𝑒𝑎𝑐ℎ ℎ𝑖𝑑𝑑𝑒𝑛 𝑜𝑟 𝑜𝑢𝑡𝑝𝑢𝑡 𝑙𝑎𝑦𝑒𝑟 𝑢𝑛𝑖𝑡 𝑗 {  

𝐾𝑖 =  ∑ 𝑊𝑖𝑗  
𝑖

𝐸𝑗 + 𝜃𝑗   

𝐸𝑗 =  
1

1 + 𝑒−𝐼𝑗
 

𝑓𝑜𝑟 𝑒𝑎𝑐ℎ 𝑢𝑛𝑖𝑡 𝑗 𝑖𝑛 𝑡ℎ𝑒 𝑜𝑢𝑡𝑝𝑢𝑡 𝑙𝑎𝑦𝑒𝑟 

𝐸𝑟𝑟𝑗 =  𝐸𝑗   (1 − 𝐸𝑗  )(𝑇𝑗  −   𝐸𝑗) 

 𝑓𝑜𝑟 𝑒𝑎𝑐ℎ 𝑢𝑛𝑖𝑡 𝑗 𝑖𝑛 𝑡ℎ𝑒 ℎ𝑖𝑑𝑑𝑒𝑛 𝑙𝑎𝑦𝑒𝑟𝑠, 𝑓𝑟𝑜𝑚 𝑡ℎ𝑒 𝑙𝑎𝑠𝑡 𝑡𝑜 𝑡ℎ𝑒 𝑓𝑖𝑟𝑠𝑡 ℎ𝑖𝑑𝑑𝑒𝑛 𝑙𝑎𝑦𝑒𝑟 

𝐸𝑟𝑟𝑗 =  𝐸𝑗   (1 − 𝐸𝑗  )  ∑ 𝐸𝑟𝑟𝑗  𝑊𝑗𝑘 

 𝑓𝑜𝑟 𝑒𝑎𝑐ℎ 𝑤𝑒𝑖𝑔ℎ𝑡 𝑤𝑖𝑗 𝑖𝑛 𝑁 {  

∆𝑊𝑖𝑗 = ( 𝐼 ) 𝐸𝑟𝑟𝑗𝐸𝑗 

𝑊𝑖𝑗  =  𝑊𝑖𝑗  +  ∆𝑊𝑖𝑗  } 

 𝑓𝑜𝑟 𝑒𝑎𝑐ℎ 𝑏𝑖𝑎𝑠  𝜃𝑗  𝑖𝑛 𝑁 {  

∆ 𝜃𝑗 =  ( 𝐼 ) 𝐸𝑟𝑟𝑗  

𝜃𝑗  =  𝜃𝑗 +  ∆ 𝜃𝑗 

} } 

 

The multilayer perceptron algorithm makes use of 

perceptrons, which are artificial neurons arranged in 

several layers, including hidden layers. These neurons 

process weighted inputs using activation functions, and 

the perceptron learns by incrementally changing the 

supplied weights to enhance classification performance. 

5. Ensemble Method: 

In order to improve classifier accuracy, ensemble 

approaches are used. To increase the efficacy of the less 

effective models, they combine weak learners and strong 

learners. In this study, an ensemble technique is used to 

improve the precision of different algorithms for heart 

disease prediction. Improved performance over using a 

single classifier alone is the main goal of merging 

numerous classifiers using ensemble techniques. The 

ensemble approach makes use of the advantages and 

mitigates the disadvantages of individual classifiers by 

combining the predictions from various models. This 

cooperative endeavor aims to improve the overall 

accuracy and dependability of the heart disease 

prediction process. 
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Fig 1: Flow of Ensemble method  

The ensemble technique is a meta-classification method 

that makes use of the power of mixing various 

algorithms, each of which contributes its own special 

capacity for generating decisions. The ensemble 

technique seeks to increase predictive accuracy and 

produce results that are more reliable in the context of 

heart disease prediction by utilizing the variety and 

collective knowledge of numerous classifiers. 

5.1 Boosting: 

Boosting is an ensemble approach that boosts classifier 

performance. The first step in the method is to separate 

the original dataset into several subsets. Each subset is 

used to train the classifier, which results in a set of 

models with varying degrees of performance. The 

misclassified components of the previous model are 

chosen to construct new subgroups after training the 

initial model. The following models are then trained 

using these subsets, with a focus on improving the 

categorization of the cases that have previously been 

misclassified. 

By integrating the various weak models with the aid of a 

cost function, the ensembling procedure in boosting tries 

to improve the performance of the weak models. Each 

model's performance is assessed by this cost function, 

and weights are assigned in accordance. 

Boosting is an ensemble approach that trains numerous 

models by segmenting the dataset into smaller sections. 

New subsets are made using misclassified instances for 

later model training. The weak models are then 

combined into the ensemble using a cost function, 

effectively enhancing their overall performance and 

raising the classification process's accuracy. 

5.2 Bagging: 

Bagging is a method that includes picking random 

subsets of patterns from the training set, also known as 

bootstrap aggregation. Each pattern has the potential to 

be selected more than once for a specific subset when 

bagging because the selection is carried out with 

replacement. 

Bagging divides the training set into numerous subsets 

by randomly selecting patterns from the original dataset, 

as opposed to feeding the full training set into a single 

classifier. The same pattern might show up more than 

once in a single subset when replacement is allowed, 

while certain patterns might not be included at all. 

Because each subset is made up of a unique combination 

of patterns from the training set, this sampling procedure 

with replacement adds diversity to the subsets. A 

separate classifier is then trained using each subset, 

which may employ the same method or a different 

algorithm. Utilizing methods like majority voting or 

average, the predictions from each of these classifiers are 

combined to get the final forecast. Utilizing bagging with 

replacement increases the ensemble's stability and 

robustness by adding variations to the training subsets. 

Bagging decreases the influence of individual patterns 

and enhances the overall accuracy and reliability of the 

ensemble model by integrating the predictions of 

numerous classifiers trained on various subsets. 

V. Result And Discussion 

On the Cleveland dataset, a comparison of various 

categorization techniques has been done. These 

algorithms function differently, with some showing good 

accuracy and others performing poorly. In the present 
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study, ensemble techniques have been used to improve 

the performance of weaker classifiers. 

In this study, ensemble techniques like bagging, 

boosting, voting, and stacking are used. The Naive 

Bayes, Random Forest, Decision Tree, and Multilayer 

Perceptron algorithms' predictions are combined into an 

ensemble through the Bagging process. Utilizing the 

Adaboost.M1 technique, boosting entails building 

ensembles utilizing Naive Bayes, Random Forest, 

Decision Tree, and multilayer perceptron classifiers. 

Another ensemble technique used has been majority 

voting, in addition to bagging and boosting. The ultimate 

choice is determined by majority vote, which includes 

the predictions of various classifiers. Another ensemble 

method is stacking, which makes use of the Naive Bayes 

classifier as the meta classifier. By adding one, two, or 

three more classifiers on top of the Naive Bayes 

classifier, the results of stacking are acquired. The study 

uses these ensemble techniques in an effort to enhance 

the performance of many classifiers by combining their 

strengths and collective knowledge. The distinct tactics 

each ensemble method brings for integrating the 

predictions could result in increased robustness and 

accuracy in classification challenges. 

 

Fig 2: Accuracy of Base classifier with Bagging 

The findings of the study demonstrate that when merged, 

subpar classifiers can perform better in ensembles. The 

dataset was classified using the Weka tool, which made 

dealing with inaccurate and missing data easier when 

cleaning and pre-processing the data. Several classifiers, 

including Naive Bayes, Random Forest, Decision Tree, 

and multilayer perceptron classifiers, were utilized for 

the classification problem. In comparison to Naive 

Bayes, Random Forest, and Baye Net, Multilayer 

Perceptron, and Decision Tree were found to be among 

these classifiers' inferior counterparts. Weak learners 

were treated to meta-classification algorithms since 

ensembling has been shown to be a successful tactic for 

improving classification accuracy. 

 

Fig 3: Accuracy of Base classifier with Boosting 
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The performance of the weak classifiers was improved 

using ensemble techniques: bagging, and boosting, as 

shown in figure 2 and figure 3. Each technique's 

outcomes underwent a thorough analysis. Ten-fold cross-

validation was utilized to evaluate how effectively the 

classification models were performing. The dataset was 

divided into ten subgroups using this manner, and the 

classification process was carried out ten times. Each 

cycle's testing set consisted of nine subsets, and the last 

subset served as the training set. To arrive at the final 

results, the outputs from all ten iterations were averaged. 

 

Fig 4: Comparison of Accuracy with Bagging and Boosting of Classifier 

Several classification methods were used in the 

experiment along with feature selection to assess how 

well they predicted the target variable. The accuracy of 

the Random Forest method was 81.53%. The accuracy 

increased to 82.18% after feature selection (FS6) was 

applied. The accuracy of FS2, a different feature set, was 

91.52%. The accuracy of the Multilayer Perceptron 

algorithm was initially 78.52%. However, accuracy 

greatly rose to 97.18% when feature selection (FS6) was 

used. Accuracy values of 97.18% and 98.85% were 

obtained with FS4 and FS3, respectively, thanks to 

similar advancements. 
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Finally, an ensemble technique that merged various 

classifiers was used. The accuracy of this ensemble 

approach was 84.56%. When features were chosen 

(FS1), accuracy increased to 98.87% shown in table 3. 

Overall, the findings show that feature selection 

considerably improved the classification systems' 

performance. The relevance of choosing pertinent 

features for obtaining improved accuracy in predictive 

modelling tasks is illustrated by the fact that different 

feature sets produced variable degrees of improvement. 

 

Fig 5: Increase in the Classifier Accuracy with boosting and bagging 

Table 4:  Improvement in bagging accuracy achieved through feature selection 

Method Accuracy With Feature Selection and Improvement in Accuracy Feature Set 
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to 88.18%. Resulted in an increase in accuracy of 

90.52%. The initial accuracy of the Multilayer 

Perceptron method was 78.52%. However, the accuracy 

dramatically rose to 96.18% when features were chosen 

using FS6. The enhanced accuracy rates for FS4 and FS3 

were 95.38% and 94.85%, respectively. The initial 

accuracy of the Decision Tree algorithm was 79.16%. 

VI. Conclusion 

We aimed to enhance heart disease risk prediction 

accuracy by employing ensemble classification 

techniques. We evaluated how well various classification 

algorithms, including Random Forest, Multilayer 

Perceptron, Decision Tree, and Nave Bayes, performed 

by comparing their accuracy. According to our research, 
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ensemble classification algorithms significantly 

improved heart disease risk prediction accuracy when 

compared to individual classifiers. We were able to 

provide predictions that were more accurate and 

dependable by using ensemble approaches like Bagging, 

Boosting, and Stacking, which capitalize on the 

advantages and combined knowledge of a number of 

classifiers. The algorithm with the most promise, 

Random Forest, had an initial accuracy of 81.53%. With 

the inclusion of feature selection, accuracy improved 

much more, with FS6 and FS2 attaining maximums of 

88.18% and 90.52%, respectively. With FS6, the 

Multilayer Perceptron method's accuracy increased 

considerably from an initial accuracy of 78.52% to 

96.18%. Similar improvements were also made in FS4 

and FS3. Our results highlight the significance of feature 

selection in raising the accuracy of models that predict 

the likelihood of acquiring heart disease. By selecting the 

most relevant qualities, we were able to filter out noise 

and focus on the primary risk factors for heart disease, 

producing forecasts that were more accurate. Our 

research shows that the precision of heart disease risk 

prediction can be greatly increased by using feature 

selection and ensemble classification algorithms. With 

the use of these techniques, several classifiers can be 

combined in order to provide predictions that are more 

dependable and accurate. The findings of this study 

contribute to the improvement of heart disease risk 

prediction, which aids in the development of early 

diagnosis and prevention methods for better patient care 

and better health outcomes. 
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