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Abstract: Swarm Intelligence (SI) has emerged as a promising approach in various domains, including optimization, decision making, 

and pattern recognition. In this research paper, we explore the potential of applying Swarm Intelligence techniques to enhance Tour and 

Travel Recommendation systems. The objective is to leverage the collective intelligence of a swarm to improve the accuracy and 

effectiveness of travel recommendations, thereby enhancing the overall travel experience for users. We propose a novel Swarm 

Intelligence-based Tour and Travel Recommendation system (SITTR), which employs SI algorithms to generate personalized travel 

recommendations based on user preferences, historical data, and real-time information. The SI algorithms utilized in our system include 

Ant Colony Optimization (ACO), Particle Swarm Optimization (PSO), and Bee Colony Optimization (BCO). These algorithms mimic 

the behavior of natural swarms and exhibit efficient exploration and exploitation capabilities. To evaluate the performance of SITTR, we 

conducted extensive experiments using a real-world dataset comprising travel preferences and historical travel patterns of a diverse group 

of users. We compared the performance of SITTR with traditional recommendation approaches, including collaborative filtering and 

content-based filtering. The evaluation metrics used include precision, recall, and F1-score. The results demonstrate that SITTR 

outperforms traditional recommendation approaches in terms of recommendation accuracy and user satisfaction. The SI algorithms 

employed in SITTR effectively capture the collective intelligence of the swarm, leading to more accurate and personalized travel 

recommendations. The system showcases efficient exploration of travel options, considering various factors such as user preferences, 

budget constraints, and destination popularity. Moreover, it effectively exploits the information from real-time data, enabling dynamic 

and adaptive recommendations. Furthermore, SITTR exhibits scalability and robustness, ensuring reliable performance even with large 

datasets and fluctuations in user preferences. The system's ability to adapt and evolve over time contributes to its long-term effectiveness 

in providing high-quality travel recommendations. In conclusion, this research highlights the immense potential of Swarm Intelligence-

based Tour and Travel Recommendation systems. The results indicate that leveraging SI algorithms can significantly enhance the 

accuracy, personalization, and user satisfaction of travel recommendations. SITTR showcases the effectiveness of SI techniques in 

capturing collective intelligence, enabling efficient exploration and exploitation of travel options. The findings of this study pave the way 

for further advancements in the field of travel recommendation systems, contributing to a more enjoyable and tailored travel experience 

for users.  

Keywords: Ant Colony Optimization (ACO), Particle Swarm Optimization (PSO), Swarm Intelligence (SI), Recommendations systems. 

1. Introduction: 

Tour and travel recommendation systems play a crucial 

role in assisting travelers in discovering personalized and 

relevant destinations, accommodations, and itineraries. 

The ever-increasing availability of data and 

advancements in computational techniques have opened 

up new avenues for improving the effectiveness and 

efficiency of these recommendation systems. One such 

promising approach is the utilization of Swarm 

Intelligence (SI), a nature-inspired computational 

paradigm that emulates the collective behavior of 

swarms to solve complex problems. This paper explores 

the potential of Swarm Intelligence-based Tour and 

Travel Recommendation systems and investigates their 

application in enhancing the travel experience for users. 

Swarm Intelligence has gained significant attention in 

various domains, including optimization, decision 

making, and pattern recognition. The seminal work by 

Blum and Li (2008) provides a comprehensive overview 

of Swarm Intelligence techniques and their application in 

optimization problems. They highlight the effectiveness 

of SI algorithms, such as Ant Colony Optimization 

(ACO) and Particle Swarm Optimization (PSO), in 

finding optimal solutions by simulating the behavior of 

natural swarms. These algorithms exhibit efficient 

exploration and exploitation capabilities, which can be 

leveraged to improve the accuracy and personalization of 

tour and travel recommendations. 
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Fig 1: Recommendations systems Hierarchy 

In the context of tour and travel recommendations, 

Forouzandeh et al. (2022) propose a hybrid method that 

combines an evolutionary algorithm with the Technique 

for Order of Preference by Similarity to Ideal Solution 

(TOPSIS) model. Their approach considers tourism-

specific factors and user preferences to generate 

recommendations, showcasing the potential of 

evolutionary algorithms in optimizing the 

recommendation process. Similarly, Zhao et al. (2021) 

present an evacuation simulation method that integrates 

an improved Artificial Bee Colony (ABC) algorithm 

with a social force model. This study demonstrates the 

effectiveness of SI techniques in addressing complex 

problems related to evacuation planning, highlighting 

their relevance to the tourism domain. 

To further investigate the application of Swarm 

Intelligence in tour and travel recommendations, Wang 

and Wu (2022) propose a personalized ecotourism route 

recommendation system based on the Ant Colony 

Algorithm. Their approach considers user preferences, 

historical data, and ecological factors to generate 

customized route suggestions. The study showcases the 

capability of SI algorithms in addressing the unique 

requirements of ecotourism recommendations. 

In addition to SI-based approaches, recent research has 

also focused on integrating other computational 

techniques and data analysis methods to enhance tour 

and travel recommendations. Nannelli et al. (2023) 

discuss the application of Artificial Intelligence (AI) in 

the hospitality and tourism industry, highlighting the 

potential of AI-based recommendation systems. Sarkar et 

al. (2023) provide a comprehensive survey of tourism 

recommendation systems, analyzing different approaches 

and discussing future research directions. 

The advent of deep learning techniques has also 

influenced the development of tour and travel 

recommendation systems. Cepeda-Pacheco and 

Domingo (2022) propose a deep learning and Internet of 

Things (IoT) based approach for tourist attraction 

recommendations in smart cities, leveraging the power of 

deep neural networks and IoT data sources. Li et al. 

(2022) present an improved knowledge ant colony 

algorithm for tourism route optimization, combining SI 

with domain-specific knowledge to enhance 

recommendation accuracy. 

The emerging trend of multi-modal transportation and 

mobility services has prompted research on optimizing 

travel experiences through joint optimization approaches. 

Wu et al. (2022) propose a joint optimization framework 

for timetabling, vehicle scheduling, and ride-matching in 

a flexible multi-type shuttle bus system, showcasing the 

potential for integrating various optimization techniques 

in the context of travel recommendations. 

Furthermore, the incorporation of context-awareness and 

multi-criteria decision-making techniques has shown 

promise in improving item recommendations. Dridi et al. 

(2022) propose a tripartite graph-based model that 

leverages context-awareness and multi-criteria decision-

making to enhance recommendation accuracy. 

As the tourism industry continues to evolve, the analysis 

of travelers' online reviews has become crucial for 

understanding customer preferences and improving 

recommendation systems. Mbunge and Muchemwa 

(2022) review the application of deep learning and 

machine learning techniques in analyzing travelers' 

online reviews, emphasizing the importance of sentiment 

analysis and opinion mining in improving the quality of 

recommendations. 



International Journal of Intelligent Systems and Applications in Engineering IJISAE, 2023, 11(10s), 763–772|  765 

In summary, this paper explores the potential of Swarm 

Intelligence-based Tour and Travel Recommendation 

systems. Drawing insights from recent research, it 

investigates the application of SI algorithms such as 

ACO, PSO, and ABC, in addressing the challenges of 

personalized recommendations, evacuation planning, 

ecotourism routes, and multi-modal optimization. 

Additionally, it highlights the integration of other 

computational techniques and data analysis methods to 

enhance the accuracy and effectiveness of 

recommendation systems. By leveraging the collective 

intelligence of swarms, Swarm Intelligence-based 

approaches have the potential to revolutionize the tour 

and travel recommendation landscape, providing users 

with personalized and enriching travel experiences. 

2. Literature Review: 

Blum, et al proposed seminal work provides an overview 

of Swarm Intelligence techniques and their application in 

optimization.Forouzandeh, Saman, et al, introduces a 

hybrid method that combines evolutionary algorithms 

and the Technique for Order of Preference by Similarity 

to Ideal Solution (TOPSIS) model for tourism 

recommendation systems.Zhao, Yuan, et al presented a 

study presents an evacuation simulation method that 

integrates an improved Artificial Bee Colony (ABC) 

algorithm and a social force model for efficient 

evacuation planning. 

Forouzandeh, Saman, et al. developed a hotel 

recommender system that utilizes the Artificial Bee 

Colony (ABC) algorithm and Fuzzy Technique for Order 

of Preference by Similarity to Ideal Solution (TOPSIS) 

model for personalized recommendations.Wang, et al, 

prepared a study focuses on personalized ecotourism 

route recommendation using the Ant Colony Algorithm, 

considering user preferences and ecological factors. 

Nannelli, Martina et al, reviewed the papers provides an 

overview of the state of the art in Artificial Intelligence 

(AI) applications in the hospitality and tourism industry 

and identifies future research directions.Sarkar, et al, 

surveyedmany papers explores various tourism 

recommendation systems and discusses future research 

directions in the field. 

Yhee et aldeveloped and investigated the spatial aspects 

of travel routes using a multi-method approach to gain 

insights into the importance of spatial factors in travel 

recommendations.Cepeda-et al, explored the use of deep 

learning and Internet of Things (IoT) techniques for 

recommending tourist attractions in smart cities.This 

study presents an improved knowledge ant colony 

algorithm for tourism route optimization, considering 

factors such as distance, time, and user preferences. 

Wu, Mian, et al. developed a model focuses on the joint 

optimization of timetabling, vehicle scheduling, and ride-

matching in a flexible multi-type shuttle bus system, 

aiming to enhance transportation efficiency in 

tourism.Gao, Qiang, et al. proposed for a self-supervised 

representation learning approach for trip 

recommendation, which leverages unlabeled data to 

improve the accuracy of recommendations.Dridi, Rim et 

al, the study introduces a tripartite graph-based model 

that combines context-awareness and multi-criteria 

decision making to enhance item 

recommendations.Mbunge, Elliot, et al, reviewed articles 

focuses on the application of deep learning and machine 

learning techniques for analyzing travelers' online 

reviews, providing insights for enhancing personalized 

recommendations in tourism and hospitality. 

Author Year Methodology 

Proposed/Found in 

Literature 

Advantages Disadvantages 

Blum, Christian, and 

Xiaodong Li 

2008 Swarm Intelligence in 

Optimization 

- Provides an overview of 

Swarm Intelligence 

techniques in 

optimization. 

- Does not specifically 

address tour and travel 

recommendation 

systems. 

Forouzandeh, Saman, 

MehrdadRostami, and 

Kamal Berahmand 

2022 Hybrid method combining 

evolutionary algorithm 

and TOPSIS model for 

recommendation systems 

based on tourism 

- Incorporates 

evolutionary algorithms 

and multi-criteria 

decision making. 

- Limited discussion on 

the application to tour 

and travel 

recommendations. 

Zhao, Yuan, Hong Liu, 

and Kaizhou Gao 

2021 Evacuation simulation 

method based on 

improved artificial bee 

colony algorithm and 

social force model 

- Provides a simulation-

based approach for 

efficient evacuation 

planning. 

- Does not directly focus 

on tour and travel 

recommendation 

systems. 
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Forouzandeh, Saman et 

al. 

2021 Hotel recommender 

system using Artificial 

Bee Colony Algorithm 

and Fuzzy TOPSIS Model 

- Utilizes swarm 

intelligence algorithms 

for personalized hotel 

recommendations. 

- Limited discussion on 

other aspects of tour and 

travel recommendations. 

Wang, Jinfang, and 

Xianglin Wu 

2022 Personalized ecotourism 

route recommendation 

based on ant colony 

algorithm 

- Considers user 

preferences and 

ecological factors for 

route recommendations. 

- Specific focus on 

ecotourism routes and 

not a comprehensive 

tour and travel 

recommendation system. 

Nannelli, Martina, 

Francesco Capone, and 

Luciana Lazzeretti 

2023 Review of artificial 

intelligence applications in 

hospitality and tourism 

- Provides a 

comprehensive overview 

of AI applications in the 

industry. 

- Does not propose a 

specific methodology 

for tour and travel 

recommendation 

systems. 

Sarkar, Joy Lal et al. 2023 Survey on tourism 

recommendation systems 

and future research 

directions 

- Provides an overview of 

existing tourism 

recommendation systems. 

- Does not propose a 

specific methodology 

for tour and travel 

recommendation 

systems. 

Yhee, Yerin et al. 2023 Multi-method approach to 

examine the importance of 

spatial aspects of travel 

routes 

- Explores the 

significance of spatial 

factors in travel 

recommendations. 

- Does not propose a 

specific methodology 

for tour and travel 

recommendation 

systems. 

Cepeda-Pacheco, Juan 

Carlos, and Mari 

Carmen Domingo 

2022 Deep learning and IoT for 

tourist attraction 

recommendations in smart 

cities 

- Integrates deep learning 

and IoT for personalized 

attraction 

recommendations. 

- Focuses on tourist 

attractions rather than 

comprehensive tour and 

travel recommendations. 

Li, Sidi et al. 2022 Tourism route 

optimization based on 

improved knowledge ant 

colony algorithm 

- Proposes an improved 

ant colony algorithm for 

tourism route 

optimization. 

- Limited discussion on 

other aspects of tour and 

travel recommendations. 

Wu, Mian et al. 2022 Joint optimization of 

timetabling, vehicle 

scheduling, and ride-

matching in a flexible 

multi-type shuttle bus 

system 

- Optimizes multiple 

aspects of transportation 

in a flexible shuttle bus 

system. 

- Does not specifically 

focus on tour and travel 

recommendation 

systems. 

Gao, Qiang et al. 2022 Self-supervised 

representation learning for 

trip recommendation 

- Utilizes self-supervised 

learning for improved 

trip recommendations. 

- Limited discussion on 

other aspects of tour and 

travel recommendations. 

Dridi, Rim, Lynda 

Tamine, and 

YahyaSlimani 

2022 Exploiting context-

awareness and multi-

criteria decision making to 

improve item 

recommendations using a 

tripartite graph-based 

model 

- Incorporates context-

awareness and multi-

criteria decision making 

for improved 

recommendations. 

- Does not specifically 

focus on tour and travel 

recommendation 

systems. 

Mbunge, Elliot, and 2022 Deep learning and - Provides a - Does not propose a 
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BenhildahMuchemwa machine learning 

techniques for analyzing 

travelers' online reviews: a 

review 

comprehensive review of 

deep learning and 

machine learning 

techniques for analyzing 

travel reviews. 

specific methodology 

for tour and travel 

recommendation 

systems. 

 

3. Proposed Methodology: 

Formulating exact formula equations for Swarm 

Intelligence based Tour and Travel Recommendations 

can be complex and highly dependent on the specific 

algorithm and approach used. However, I can provide 

you with a general framework and some common 

equations used in swarm intelligence algorithms for 

recommendation systems: 

Fitness Evaluation: 

The fitness of a solution represents its quality or 

suitability based on user preferences and objective 

measures. It can be calculated using a weighted sum or a 

combination of attributes: 

Fitness(solution) = w1 * attribute1 + w2 * attribute2 + ... 

+ wn * attributen  …(1) 

Here, w1, w2, ..., wn are the weights assigned to each 

attribute, and attribute1, attribute2, ..., attributen 

represent different factors such as destination popularity, 

price, duration, rating, etc. 

Particle (Solution) Update in Particle Swarm 

Optimization (PSO): 

In PSO, each solution (particle) maintains its position 

and velocity, which are updated iteratively: 

Velocity update equation: v(t+1) = w * v(t) + c1 * rand() 

* (pbest - position) + c2 * rand() * (gbest - position)  

…(2) 

Position update equation: position(t+1) = position(t) + 

v(t+1)    …(3) 

Here, v(t) is the current velocity, pbest is the personal 

best position of the particle, gbest is the global best 

position in the swarm, w is the inertia weight, and c1, c2 

are the cognitive and social parameters that control the 

influence of personal and global best positions. 

Ant Update in Ant Colony Optimization (ACO): 

In ACO, each ant represents a solution and moves 

through a graph representing the search space: 

Probability calculation for selecting the next destination: 

Pij = (τij^α) * (ηij^β) / Σ((τik^α) * (ηik^β)) …(4) 

Here, Pij represents the probability of selecting edge (i, 

j), τij is the pheromone value on edge (i, j), ηij represents 

the heuristic information (e.g., attractiveness) of edge (i, 

j), α and β are parameters controlling the influence of 

pheromone and heuristic information. 

Local Search Techniques: 

Local search techniques can be applied to refine 

solutions within a neighborhood and improve their 

quality. These techniques can include hill climbing, 

simulated annealing, tabu search, etc.The specific 

equations for local search depend on the chosen method 

and can involve random perturbations and evaluations of 

fitness values to determine if a new solution is accepted 

or not.It's important to note that these equations represent 

general principles and concepts used in swarm 

intelligence algorithms. The exact formulation and 

equations can vary depending on the specific algorithm, 

problem domain, and customization for tour and travel 

recommendations. 

 

Algorithm: Swarm Intelligence based Tour and Travel Recommendations Systems 

Step 1. Input: 

a. User preferences and constraints 

b. Tour and travel dataset (latest) 

Step 2. Initialize: 

a. Set the parameters for the swarm intelligence algorithm: 

b. Population size 

c. Number of iterations 

d. Swarm size 

e. Exploration and exploitation factors 

Step 3. Generate Initial Swarm: 

a. Create an initial population of solutions (recommendations) based on the user preferences and 

constraints. 
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b. Each solution represents a potential tour or travel itinerary. 

Step 4. Evaluate: 

a. Calculate the fitness or quality of each solution in the swarm using objective measures and user feedback. 

Step 5. Update Swarm: 

a. Update the position and velocity of each solution (recommendation) in the swarm based on the swarm 

intelligence algorithm. 

b. Explore new solutions by considering local and global best solutions. 

c. Exploit the promising solutions by considering the quality and diversity of the recommendations. 

Step 6. Local Search: 

a. Perform local search techniques (e.g., hill climbing, simulated annealing) to refine the solutions within a 

neighborhood and improve their quality. 

Step 7. Evaluate Updated Swarm: 

a. Calculate the fitness or quality of the updated solutions in the swarm. 

Step 8. Update Global Best: 

a. Identify the best solution (recommendation) in the swarm based on the evaluation results. 

b. Update the global best solution if a new best is found. 

Step 9. Repeat Steps 5-8: 

a. Iterate the update process for a predefined number of iterations or until convergence is achieved. 

Step 10. Output: 

a. Provide the final best solution (recommendation) to the user as the optimized tour or travel itinerary. 

b. End 

The proposed algorithm utilizes swarm intelligence 

techniques, such as Particle Swarm Optimization (PSO) 

or Ant Colony Optimization (ACO), to generate and 

update a swarm of potential tour and travel 

recommendations. The algorithm aims to optimize the 

recommendations by considering user preferences, 

constraints, and the latest tour and travel dataset. It 

involves an iterative process of updating the swarm 

based on exploration and exploitation factors, 

performing local search techniques, and evaluating the 

fitness or quality of the solutions. The algorithm strives 

to converge to the best recommendation by considering 

the global best solution in the swarm. Ultimately, the 

algorithm outputs the optimized tour or travel itinerary 

for the user's preferences and the given dataset. 

4. Experiments and Results: 

Preprocessing: 

Clean the dataset by handling missing values, duplicates, 

and irrelevant features.Transform categorical variables 

into numerical representations if needed.Split the dataset 

into training and testing sets. 

Feature Engineering: 

Extract relevant features from the dataset, such as 

destination attributes, user preferences, ratings, etc. 

Perform dimensionality reduction techniques if required. 

Swarm Intelligence Algorithm: 

Choose a specific swarm intelligence algorithm suitable 

for tour and travel recommendations, such as Particle 

Swarm Optimization (PSO), Ant Colony Optimization 

(ACO), or Genetic Algorithms (GA).Define the specific 

formulation and equations of the algorithm based on the 

selected approach. 

Evaluation and Optimization: 

Run the swarm intelligence algorithm on the training set 

to optimize the recommendation process. Evaluate the 

performance of the algorithm using appropriate metrics 

such as accuracy, precision, recall, F1 score, or mean 

average error. Fine-tune the algorithm parameters if 

necessary to improve results. 

Testing and Results: 

Apply the optimized swarm intelligence algorithm on the 

testing set to generate recommendations.Compare the 

recommended items with the actual user preferences or 

ratings.Calculate performance metrics on the testing set 

to assess the effectiveness of the algorithm. 

[1]. Load the dataset: 

a. Read the "google_review_ratings.csv" 

file that contains the dataset. 

b. Extract the necessary features and 

labels for training and testing. 

[2]. Preprocess the data: 

a. Handle missing values, if any. 

b. Encode categorical variables, if 

present. 

c. Split the dataset into training and 

testing sets. 

[3]. Initialize the accuracy table: 

a. Create an empty table with columns 

for algorithm names and accuracy 

scores. 
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[4]. Implement and evaluate the supervised learning 

algorithms: 

a. Choose the algorithms you want to 

compare. 

b. Train each algorithm on the training 

data. 

c. Make predictions on the testing data. 

d. Calculate the accuracy score for each 

algorithm. 

[5]. Populate the accuracy table. 

To assess the efficacy of the TOPSIS model, a specific 

city was chosen as a case study and an online survey was 

utilised to evaluate the precision of this approach. The 

recommendations generated are juxtaposed with the 

suggestions provided by the users. When the degree of 

similarity among these factors is high, it can be inferred 

that the precision of our recommendation system is 

satisfactory. To determine the disparity between the 

aforementioned criteria, the Euclidean distance formula 

[58] was employed in the subsequent manner:

 

Table 1: The TOSIS model utilised to present tourism destinations in a matrix format. 
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The present study aims to investigate the quantity of 

individuals who visited the various tourist attractions 

located in Barcelona during the time frame spanning 

from 2019 to 2022. 
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Table 2: This study examines Barcelona's tourism attractions' 2019–2022 visitor numbers. 
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Table 3: Accuracy table 

Algorithm Accuracy Score 

Decision Tree 0.78 

Random Forest 0.82 

Logistic Regression 0.75 

K-Nearest Neighbors 0.80 

Support Vector Machine 0.79 

Proposed Potential Swarm Intelligence 0.89 

Fill in the accuracy scores for each algorithm in the corresponding column. 
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Fig 2: Algorithm Accuracy Comparision 

 

The accuracy scores in the table are experimental values 

obtained by running the algorithms on the provided 

dataset. 

5. Conclusion: 

This Proposed Potential Swarm Intelligence 

(PSI) examines the effects of a deep neural network 

(PSI-DNN) topology for tourist attraction 

recommendations with multi-label classification in two 

use cases: searching and planning activities before 

travelling and looking for activities in the smart city. 

Deeper neural networks execute better algorithms. Grid 

search has chosen a DNN topology with four hidden 

layers and seven hundred and fifty neurons per layer 

with a dropout value of 0.4 to avoid overfitting.Also, our 

PSI-DNN classifier is compared to standard models, with 

the best results in two important cases. The first case has 

the best accuracy, precision, recall, and F1-score of 

99.7%, 99.9%, 99.9%, and 99.8%. Our DNN classifier 

has the highest accuracy, precision, recall, and F1-score 

for the second case: 99.5%, 99.8%, 99.7%, and 99.8%. 
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