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Abstract: Face detection and emotion recognition are two closely connected tasks in computer vision that include analysing facial images 

to identify faces and detect the emotions expressed by the individual. Face detection is the way of localizing and locating faces within 

image or video frames. The objective is to detect the presence and position of faces, by drawing bounding boxes around them. Facial 

emotion recognition (FER) aims to detect and classify the emotions expressed by individuals based on facial expressions. Typically, this 

task can be done after face detection, where the faces detected are analysed further for emotional cues. Emotion recognition can be advanced 

by means of classical deep learning (DL) or machine learning (ML) techniques. Contemporary research on emotion classification has 

accomplished grand performance over DL based approaches. This article introduces an Optimal Deep Convolutional Neural Network based 

Face Detection and Emotion Recognition model (ODCNN-FDER) technique. The aim of the ODCNN-FDER technique is to detect faces 

and identify the existence of different emotions in them. To achieve this, the ODCNN-FDER technique initially employs Multi-Task 

Cascaded Convolutional Neural Network (MCCNN) model. Next, the fusion based feature extraction process is involved using two DL 

models namely EfficientNetB3 and InceptionResNetV2. For emotion recognition, Convolutional Attention Gated Recurrent Neural 

Network (CAGRNN) model is used. Lastly, root mean square propagation (RMSProp) optimizer was exploited for the optimal 

hyperparameter tuning of the CAGRNN approach. The performance validation of the ODCNN-FDER methodology was tested on the FER-

2013 database. The experimental values highlighted the improved face detection and FER results of the ODCNN-FDER technique over 

other models.  
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1. Introduction 

Nowadays, face recognition and detection methods 

including facial expressions analysis are an efficient 

research field in the Computer Vision (CV) community 

[1]. Face detection is a computer technology that can give 

a digital video or image, identify the facial features, and 

determine the sizes and positions of human faces by 

excluding anything else like, bodies and buildings, trees 

existing in the video or image. This detection and 

localization of human faces is a pre-requisite for 

recognizing faces or analysing facial expressions, which is 

utilized in applications like Human Computer Interface 

(HCI), video monitoring, and image database 

management [2]. A machine can recognize and detect an 

individual’s face utilizing a normal web camera. But the 

factors such as a blurry or contrasting image in shadows, 

absence of proper brightness or lighting of an image, and 

viewing a person from an angle can considerably increase 

the complication for detecting a face [3]. In the year of 

1990s, face recognition has been a prominent field of 

investigation but still it is less dependent than face 

recognition and far away from being considered an 

effective technique of user authentication [4].  

In recent decades, Emotion recognition is a technique that 

has been achieving plenty of interest with the growth of 

Artificial Intelligence (AI) techniques. This could be 

obtained by investigating the facial expressions or voice 

tone, body postures [5]. In this research, the main focus is 

on recognizing emotions by applying facial expressions. 

Gathering the facial expression of other individuals 

supports human communication by understanding the 

purposes of others [6]. The technique of Facial Emotion 

Recognition (FER) is a booming area of research, which 

has the utilizations like Human-Machine Interaction 

(HMI), computer animations, and different learning 

processes – comprehending the internal state of attention 

of the learners [7]. The method of vision sensor based FER 

has fascinated attention in existing research and has higher 

capability of FER recognition in real-time. In the vision 

based FER, the researchers mainly concentrated on seven 

basic expressions like disgust, happiness, fear, anger, 

surprise, sad, and neutral and it categorized the FER into 

2 sub-categories namely traditional and DL based 

approaches [8]. The requirement for intelligent 
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technologies for deciding a potential user has needs and 

desires and then selecting an effective action method has 

rocketed with the wide acceptance of intelligent 

technology in modern life. Moreover, CV and DL 

techniques are applied in almost all engineering domains 

and social spheres like manufacturing, medical imaging, 

speech and text recognition, and emotion recognition [9]. 

Despite the important achievement of traditional FER 

algorithm based on the extraction of manual features, in 

previous decades, researchers have changed their attention 

to the DL method because of its outstanding capability of 

automatic recognition [10]. 

This article introduces an Optimal Deep Convolutional 

Neural Network based Face Detection and Emotion 

Recognition model (ODCNN-FDER) technique. The aim 

of the ODCNN-FDER technique is to detect faces and 

identify the existence of different emotions in them. To 

achieve this, the ODCNN-FDER technique initially 

employs Multi-Task Cascaded Convolutional Neural 

Network (MCCNN) model. Next, the fusion based feature 

extraction process is involved using two DL models 

namely EfficientNetB3 and InceptionResNetV2. For 

emotion recognition, Convolutional Attention Gated 

Recurrent Neural Network (CAGRNN) model is used. 

Lastly, root mean square propagation (RMSProp) 

optimizer was exploited for the optimum hyperparameter 

tuning of the CAGRNN algorithm. The performance 

validation of the ODCNN-FDER method is tested on the 

FER-2013 dataset.   

2. Related Works 

Jain et al. [11] present a novel Squirrel Search Optimizer 

with DL Enabled Facial Emotion Recognition (SSO-

DLFER) approach for Autonomous Vehicle Drivers. The 

presented SSO-DLFER system follows 2 main procedures 

such as emotion recognition and face detection. The 

RetinaNet approach was utilized at primary step of face 

recognition method. For emotion detection, the SSO-

DLFER approach executed the NASNet Large feature 

extraction with GRU method as a classification. In order 

to enhance the emotion detection solution, the SSO-based 

hyper-parameter tuning process was executed. In [12], a 

DL- based structure was presented for human emotion 

recognition. The presented structure utilizes the Gabor 

filtering for feature extraction and CNN for classification.  

Nasri et al. [13] present a FER method from static image 

dependent upon Xception CNN structure and K-fold 

cross-validation approach. The presented method can be 

enhanced by utilizing the fine-tuned system. The Xception 

approach pre-training on ImageNet dataset for object 

detection can be fine-tuned for recognizing 7 emotional 

states. Gao et al. [14] introduce an automatic optimizer 

structure utilizing binary coding method and GPSO with 

gradient penalties for selecting the design. 

Such SI optimizer methods can be employed but not 

widely utilized, and the present work concentrates on 

methods with set depth of networks. Shao and Qian [15] 

presented 3 new CNN approaches with various structures. 

A primary one is a shallow network termed Light-CNN 

that is fully CNN comprising 6 depthwise separable 

residual convolutional elements for resolving the problem 

of difficult topology and over-fitting. The secondary one 

is dual-branch CNN that extract typical LBP features 

and DL feature in parallel. The tertiary one is a pre-

training CNN that is planned by TL system for 

overcoming the lack of trained instances.  

In [16], a DL-based method was presented for detecting 

the facial expression of persons. The presented system 

comprises 2 parts. The previous one learns local features 

in face images utilizing a local gravitational force 

descriptor, but, in the end, the descriptor was provided as 

new DCNN approach. The presented DCNN contains 2 

branches. A primary branch searches geometric features 

like curves, edges, and lines; but holistic features were 

extracted by secondary branch. Cui et al. [17] introduce an 

endwise Regional-Asymmetric CNN (RACNN) for 

emotion detection that comprises temporal, regional, and 

asymmetric feature extractions. Especially, continuous 1-

D convolutional layers can be employed in temporal 

feature extraction for learning time–frequency 

representations. Afterward, the regional feature extraction 

comprises two 2-D convolutional layers for capturing 

regional data amongst physically nearby channels. 

3. The Proposed Model 

In this study, we have concentrated on the development of 

the ODCNN-FDER technique. The major intention of the 

ODCNN-FDER technique is to detect faces and identify 

the existence of different emotions in them. To achieve 

this, the ODCNN-FDER method follows two most 

important processes: MCNN based face detection and 

emotion recognition. Fig. 1 depicts the overall flow of 

ODCNN-FDER algorithm. 

 

Fig. 1. Overall flow of ODCNN-FDER algorithm 
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3.1. Face Detection using MCCNN Model 

Primarily, the MCCNN algorithm is used for automated 

face detection process. MCCNN is used as a solution for 

face alignment and detection [18]. The process comprises 

three phases of convolution network that are capable of 

recognizing faces and landmark locations like mouth, 

nose, and eyes. Initially, it exploits a shallow CNN to 

rapidly generate candidate window. Next, through more 

complex CNN it refines the candidate window. At last, it 

exploits a CNN to further refine the result and output the 

facial landmark position which is more complex than the 

others. At first, take the image and rescale it to dissimilar 

scales for building an image pyramid viz., input of three-

stage cascaded networks. 

Stage1: Proposal Network (P-Net) 

A full convolution network (FCN) is the first stage. The 

only distinction between a FCN and a CNN is that a FCN 

doesn’t apply dense layer as part of the architecture. This 

P-Net was employed for achieving candidate windows and 

their bounding box regression vector. Bounding box 

regression is a traditional way of predicting the 

localization of boxes once the objective is to detect an 

object of some predefined classes. Some refinement can 

be done after attaining the bounding box vector, for 

combining overlapping regions. After refinement, each 

candidate window is used to decrease candidate counts. 

Stage2: Refine Network (R-Net) 

At the last stage, each candidate from the P-Net was given 

into the R-Net. Further, the R-Net decreases the volume of 

candidates, performs calibration with bounding box 

regression, and exploits non-maximum suppression 

(NMS) to combine overlapping candidates. The R-Net 

output if the input is a face or not, is a ten-element vector 

for the localization of facial landmarks, and a four element 

vector that is bounding box for faces. 

Stage3: Output Network (O-Net) 

This phase could not be unlike the R-Net, however, this 

Output Network purposes to define the face in further 

detail and output the 5 facial landmarks’ place for mouth, 

eyes, and nose. 

3.2. Process involved in FER Technique 

In the second phase, the FER process takes place using 

three subprocesses namely fusion based feature extraction, 

CAGRNN based classification, and RMSProp based 

parameter tuning. 

3.2.1. Fusion based Feature Extraction 

In this stage, the fusion based feature extraction procedure 

takes place using two DL models namely EfficientNetB3 

and InceptionResNetV2. EfficientNet presents an 

exceptional method for scaling NN by improving 

precision, depth, and width [19]. The CNN method scaling 

model revolves around the application of compounded 

coefficients that uniformly scale-up the dimension, width, 

and depth of the network. Furthermore, EfficientNet is a 

kind of DL algorithm that is derived in baseline model 

introduction by using NN search. The basic component of 

EfficientNetB0 is a mobile inverted bottleneck 

convolution (MBConv) that is somewhat adapted due to 

the more of special block called a squeeze-and-excitation 

optimization block. Therefore, every MBConv block 

relies on shortcut connection and depth wise convolution 

layers between the blocks. EfficientNetB3 is a CNN 

model designed by researcher workers at Google that 

attained remarkable performance on the ImageNet 

classification tasks. The architecture belongs to the family 

of EfficientNet model that is developed to accomplish 

higher performance while being computationally 

effective. It exploits the synthesis of convolutional layers 

with diverse kernel sizes along with squeeze-and-

excitation elements that selectively increase relevant 

features. 

Inception-ResNetv2 is a deep CNN (DCNN) architecture 

which integrates the Inception model from the Inception 

network and the residual connection from the ResNet 

model [20]. It was developed as an improvement to the 

original Inception and ResNet models to enhance their 

accuracy and performance. The basic concept behind 

Inception-ResNetv2 is to resolve the problems of training 

deep neural networks. The deep network tends to suffer 

from gradient vanishing problems, where the gradient 

becomes very smaller during backpropagation, which 

makes them challenging for the network to learn 

efficiently. Residual connection, as presented in ResNet, 

lessens these problems by the network for learning 

residual mappings rather than direct mapping. Inception 

ResNetv2 integrates the Inception model, which is 

developed to capture multiscale features by applying 

dissimilar filter sizes (1x1, 3x3, 5x5) in similar branches 

and concatenating their output. This allows the network to 

capture local and global data at dissimilar scales. The 

residual connection skips more than one layer and directly 

feeds the input to the output, which makes it easier for the 

network to learn residual data. 

3.2.2. CAGRNN based Classification 

For emotion detection and classification process, the 

CAGRNN model is exploited. Recurrent neural network 

(RNN) exploits historic data instead of the present data for 

classification. In addition, a bi-directional RNN (BRNN) 

architecture was introduced, which uses past and present 

data [21]. Hence, two RNNs are employed to implement 

the forward and reverse functions. The output was 

connected with the same output layer for recording the 

feature sequence. An additional bi-directional GRU 
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(BiGRU) model was proposed based on the BRNN model, 

which replaces the hidden state of BRNN with the single 

GRU memory units. Now, the combination of these two 

BiGRU models with attention mechanisms is considered 

an AGRNN. Fig. 2 showcases the framework of 

CAGRNN method. 

 

Fig. 2. Architecture of CAGRNN model 

Assume an 𝑚‐dimensional input dataset as 

(𝑦1, 𝑦2, … . , 𝑦𝑚). The hidden state in the BGRU generates 

an output 𝐻𝑡1 at 𝑡1 time interval is given below; 

�⃗⃗� = 𝜎 (𝑤𝑒
𝑦𝐻⃗⃗⃗⃗ ⃗⃗  

𝑦𝑡1 + 𝑤𝑒
�⃗⃗⃗� �⃗⃗⃗� 

�⃗⃗� 𝑡1−1 + 𝑐�⃗⃗� )   

   (1) 

 

�⃗⃗⃖�𝑡1 = 𝜎 (𝑤𝑒
𝑦𝐻⃖⃗⃗⃗ ⃗⃗ ⃗

𝑦𝑡1 + 𝑤𝑒
�⃗⃗⃗⃖��⃗⃗⃗⃖�

�⃗⃗⃖�𝑡1−1 + 𝑐�⃗⃗⃖�)  

   (2) 

 

𝐻𝑡1 = �⃗⃗� 𝑡1 ⊕ �⃗⃗⃖�𝑡1        

(3) 

 

Where𝑤𝑒 represents the weighted factor for two connected 

layers, 𝑐 shows the bias vector, 𝜎 denotes the activation 

function,�⃗⃗� 𝑡1 and �⃗⃗⃖�𝑡1
 represents the positive and negative 

outputs of GRU,⊕ and denotes the bitwise operator. In the 

CAGRU, the convolutional layer was widely used for the 

feature maps or input sequences for capturing spatial data. 

Then, the attention module is used to calculate attention 

weight over the convolutional feature, which highlights 

the crucial region. The weighted feature was combined 

and fed into the GRU that sequentially process them to 

capture temporal dependency. The last output of the 

network can be utilized for dissimilar tasks namely 

regression, classification, or sequence generation. 

3.2.3. Hyperparameter Tuning 

At the final stage, the RMSProp optimizer is used. 

AGRNN is a hybrid network of BiGRU with the attention 

module. The main concept behind RMSprop is to keep the 

moving average of the squared gradient for all the weights 

[22]. In RMSProp learning rate is automatically adjusted 

and it selects a dissimilar learning rate for all the 

parameters. RMSProp splits the learning rate by the 

average of the exponential decay of squared gradient. The 

RMSprop optimizer attempts to restrict the oscillation in 

the vertical direction that consecutively assists in 

increasing the learning rate such that the model takes large 

step in the horizontal direction and converges faster. The 

calculation of RMSprop is shown in the following. The 

value of momentum is signified as 𝛽 and is generally fixed 

as 0.9. 

𝑣𝑑𝑤 = 𝛽 ⋅ 𝑣𝑑𝑤 + (1 − 𝛽) ⋅ 𝑑𝑤2       

(4) 

 

𝑣𝑑𝑏 = 𝛽 ⋅′ 𝑣𝑑𝑤−⊢(𝑥−𝛽)⋅𝑑𝑏2
   

   (5) 

 

𝑊 = 𝑊 − 𝛼 ∙
𝑑𝑤

√𝑣𝑣𝑑𝑤+𝜖
        

(6) 

 

𝑏 = 𝑏 − 𝛼 ⋅
𝑑𝑏

√𝑣𝑑𝑏+𝜀
         

(7) 

In backward propagation, 𝑑𝑊 and 𝑑𝑏 are used for 

updating 𝑊 and 𝑏 parameters: 

𝑊 = 𝑊 − 𝑙𝑒𝑎𝑟𝑛𝑖𝑛𝑔 𝑟𝑎𝑡𝑒 ∗ 𝑑𝑊      

(8) 

 

𝑏 = 𝑏 − 𝑙𝑒𝑎𝑟𝑛𝑖𝑛𝑔 𝑟𝑎𝑡𝑒 ∗ 𝑑𝑏       

(9) 

Rather than applying 𝑑𝑊 and 𝑑𝑏 autonomously for all the 

epochs, we take the exponentially weighted average of the 

square of 𝑑𝑊 and 𝑑𝑏 in RMSprop. 

𝑆𝑑𝑊 = 𝛽∗𝑆𝑑𝑊 + (1 − 𝛽)∗𝑑𝑊2   

 (10) 

 

𝑆𝑑𝑏 = 𝛽∗𝑆𝑑𝑏 + (1 − 𝛽)∗𝑑𝑏2   

 (11) 
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From the expression, beta 𝛽’ is another hyperparameter 

and takes value from 0 to 1. The newly weighted average 

is generated by the weights, average of prior value, and 

present value square. The parameters are updated 

afterward computing exponentially weighted average. 

𝑊 = 𝑊 − 𝑙𝑒𝑎𝑟𝑛𝑖𝑛𝑔 𝑟𝑎𝑡𝑒 ∗ 𝑑𝑊/𝑠𝑞𝑟𝑡(𝑆𝑑𝑊)  

 (12) 

 

𝑏 = 𝑏 − 𝑙𝑒𝑎𝑟𝑛𝑖𝑛𝑔 𝑟𝑎𝑡𝑒 ∗ 𝑑𝑏/𝑠𝑞𝑟𝑡(𝑆𝑑𝑏) 

 (13) 

If 𝑆𝑑𝑊 is relatively lesser, then we’re dividing it by 𝑑𝑊. 

If 𝑆𝑑𝑏  is relatively larger then divide 𝑑𝑏 with 

comparatively large number to delay the update on vertical 

dimension. 

4. Results and Discussion 

In this section, the results of the ODCNN-FDER technique 

is tested on the FER2013 Dataset [23] which holds seven 

classes (Anger, Disgust, Fear, Happiness, Sadness, 

Surprise, and Contempt). Fig. 3 demonstrates the 

extraction feature maps images. 

 

Fig. 3. Extracted Feature Maps 

 

Fig. 4. Results on Training Dataset a) Confusion Matrix 

b) PR-Curve c) ROC 

Fig. 4 reveals the classifier outcome of the ODCNN-

FDER algorithm on training dataset. Fig. 4a describes the 

confusion matrix provided by the ODCNN-FDER 

approach. The result inferred that the ODCNN-FDER 

approach has detected and classified all 7 classes 

accurately.Followed by, Fig. 4b exposes the PR curve of 

the ODCNN-FDER method. The outcomes implied that 

the ODCNN-FDER algorithm has achieved higher PR 

outcomes on 7 classes. At last, Fig. 4c exemplifies the 

ROC curve of the ODCNN-FDER algorithm. The 

outcome outperformed that the ODCNN-FDER system 

has led to able outcomes with superior ROC values on 7 

classes. 

Fig. 5 depicts the classifier result of the ODCNN-FDER 

system on testing database. Fig. 5a showcases the 

confusion matrix offered by the ODCNN-FDER 

algorithm. The result stated that the ODCNN-FDER 

approach has recognized and classified all 7 classes 

accurately.Afterward, Fig. 5b reveals the PR outcome of 

the ODCNN-FDER system. The outcome depicts that the 

ODCNN-FDER algorithm has attained maximal PR 

results on 7 classes. Lastly, Fig. 5c demonstrates the ROC 

study of the ODCNN-FDER system. The outcome 

exhibited that the ODCNN-FDER approach has resulted 

in capable outcomes with higher ROC values on 7 class 

labels. 

 

Fig. 5. Results on Testing Dataset a) Confusion Matrix b) 

PR-Curve c) ROC 

In Table 1 and Fig. 6, the FER results of the ODCNN-

FDER technique are investigated on TRS and TSS. The 

results indicate that the ODCNN-FDER technique reaches 

improved results on both TRS and TSS. On TRS, the 

ODCNN-FDER technique offers 𝑎𝑐𝑐𝑢𝑦 of 95.29%, 

𝑝𝑟𝑒𝑐𝑛of 93.15%, 𝑠𝑒𝑛𝑠𝑦  of 91.85%, 𝑠𝑝𝑒𝑐𝑦 of 98.72%, 

𝐹𝑠𝑐𝑜𝑟𝑒 of 92.42%, and MCC of 91.19%.  
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Table 1. FER outcome of ODCNN-FDER approach on 

TRS and TSS 

Metrics Training Set Testing Set 

Accuracy 95.29 94.74 

Precision 93.15 92.27 

Sensitivity 91.85 90.88 

Specificity 98.72 98.60 

F-Score 92.42 91.48 

Mathew 

Coefficient 
91.19 90.14 

Also, on TSS, the ODCNN-FDER approach offers 𝑎𝑐𝑐𝑢𝑦 

of 94.74%, 𝑝𝑟𝑒𝑐𝑛of 92.27%, 𝑠𝑒𝑛𝑠𝑦  of 90.88%, 𝑠𝑝𝑒𝑐𝑦 of 

98.60%, 𝐹𝑠𝑐𝑜𝑟𝑒 of 91.48%, and MCC of 90.14%. 

 

Fig. 6. Average outcome of ODCNN-FDER approach on 

TRS and TSS 

Fig. 7 displaying the training accuracy 𝑇𝑅_𝑎𝑐𝑐𝑢𝑦 and 

𝑉𝐿_𝑎𝑐𝑐𝑢𝑦 of the ODCNN-FDER method. The 𝑇𝐿_𝑎𝑐𝑐𝑢𝑦 

is defined by the evaluation of the ODCNN-FDER 

technique on TR dataset whereas the 𝑉𝐿_𝑎𝑐𝑐𝑢𝑦 is 

computed by assessing the performance on a separate 

testing database. The results display that 𝑇𝑅_𝑎𝑐𝑐𝑢𝑦 and 

𝑉𝐿_𝑎𝑐𝑐𝑢𝑦 maximum with an increase in epochs. 

Accordingly, the outcome of the ODCNN-FDER method 

gets improved on the TR and TS dataset with a rise in 

count of epochs. 

In Fig. 8, the 𝑇𝑅_𝑙𝑜𝑠𝑠 and 𝑉𝑅_𝑙𝑜𝑠𝑠 curve of the ODCNN-

FDER algorithm is exposed. The 𝑇𝑅_𝑙𝑜𝑠𝑠 demonstrates 

the error among the predictive solution and original values 

on the TR data. The 𝑉𝑅_𝑙𝑜𝑠𝑠 represents the measure of the 

efficiency of the ODCNN-FDER technique on individual 

validation data. The outcomes implied that the 𝑇𝑅_𝑙𝑜𝑠𝑠 

and 𝑉𝑅_𝑙𝑜𝑠𝑠 tend to reduce with increasing epochs. It 

portrayed the enhanced performance of the ODCNN-

FDER technique and its capability to generate accurate 

classification. The reduced value of 𝑇𝑅_𝑙𝑜𝑠𝑠 and 𝑉𝑅_𝑙𝑜𝑠𝑠 

demonstrates the greater performance of the ODCNN-

FDER system on capturing patterns and relationships. 

 

Fig. 7.𝐴𝑐𝑐𝑢𝑦 curve of the ODCNN-FDER approach 

 

Fig. 8. Loss curve of the ODCNN-FDER approach 

In Table 2 and Fig. 9, the FER results of the ODCNN-

FDER technique are compared with recent DL models 

[24]. The experimental results imply that the Mini-

Xception and CNN-transfer learning models accomplish 

worse performance. At the same time, three layer-CNN, 

six-layer-CNN, and InceptionResNetv2 models exhibit 

slightly enhanced results.  
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Table 2. Comparative outcome of ODCNN-FDER 

algorithm with recent DL systems   

Methods 
Accur

acy 

Precisi

on 

Sensiti

vity 

Specifi

city 

F-

Scor

e 

Mini-

Xception 

Model 

66.00 78.77 75.19 72.44 
80.8

4 

CNN-

Transfer 

Learning 

72.00 69.78 74.26 74.37 
80.2

7 

Three 

Layer-CNN 

Model 

88.60 87.61 90.08 90.36 
90.5

1 

Six Layer-

CNN 

Model 

86.78 89.75 88.87 88.37 
89.8

1 

InceptionRe

sNetV2 
87.69 88.41 89.76 90.49 

89.7

3 

FERVCB-

DL 
89.20 88.22 88.77 88.13 

90.2

3 

 

 

Fig. 9. Comparative outcome of ODCNN-FDER 

algorithm with recent DL systems   

Although the FERVCB-DL model reaches considerable 

performance with 𝑎𝑐𝑐𝑢𝑦 of 89.20%,  𝑝𝑟𝑒𝑐𝑛 of 88.22%, 

𝑠𝑒𝑛𝑠𝑦  of 88.77%, 𝑠𝑝𝑒𝑐𝑦 of 88.13%, and 𝐹𝑠𝑐𝑜𝑟𝑒 of 90.23%, 

the ODCNN-FDER technique gains maximum 

performance with 𝑎𝑐𝑐𝑢𝑦 of 95.29%,  𝑝𝑟𝑒𝑐𝑛 of 93.15%, 

𝑠𝑒𝑛𝑠𝑦  of 91.85%, 𝑠𝑝𝑒𝑐𝑦 of 98.72%, and 𝐹𝑠𝑐𝑜𝑟𝑒 of 92.42%. 

These results confirmed the enhanced performance of the 

ODCNN-FDER technique on face detection and FER 

processes. 

 

5. Conclusion 

In this study, we have concentrated on the development of 

the ODCNN-FDER technique. The major intention of the 

ODCNN-FDER technique is to detect faces and identify 

the existence of different emotions in them. To achieve 

this, the ODCNN-FDER method follows two most 

important processes: face detection and emotion 

recognition. In the primary phase, the MCCNN approach 

was applied for the face detection method. Next, in the 

second phase, the FER process takes place using three 

subprocesses namely fusion based feature extraction, 

CAGRNN based classification, and RMSProp based 

parameter tuning. In this work, the RMSProp optimizer is 

exploited for the optimum hyperparameter tuning of the 

CAGRNN algorithm. The performance validation of the 

ODCNN-FDER technique was tested on the FER-2013 

database. The experimental values highlighted the 

improved face detection and FER results of the ODCNN-

FDER technique over other models. In future, the 

ODCNN-FDER technique can be extended to the design 

of metaheuristic optimizers. 
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