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Abstract: This document discusses the use of Convolutional Neural Networks (CNN) for Devanagari Handwritten Text Recognition 

(DHTR) tasks. DHTR is a complex task due to the variability and diversity of handwritten characters in the Devanagari script. CNNs are 

a type of deep learning algorithm that can automatically learn features from images and are widely used in image recognition tasks. This 

paper presents a CNN-based approach for DHTR the proposed method has shown out performed on a popular dataset commonly used for 

evaluating image recognition systems. The proposed approach involves a preprocessing step to normalize and segment the input images, 

followed by a CNN architecture that consists of several convolutional layers and fully connected layers. The network is trained using a 

large dataset of labeled Devanagari characters. The results show that the proposed approach achieves high accuracy in recognizing 

Devanagari characters, and can be applied to real-world applications such as document digitization and text-to-speech conversion. 
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1. Introduction 

The term "handwritten character recognition" describes the 

process of extracting characters from images, documents, and 

other types of sources. Handwritten characters are, in many 

ways, optically recognised during the identification of 

handwritten characters. OCR has several uses across many 

industries, including text mining and machine translation. In 

order to recognise objects, mathematical methods, and neural 

networks are a couple of the currently popular ways. [1] 

Handwritten text recognition is a challenging problem in the 

field of computer vision and machine learning. Devanagari 

Handwritten Text Recognition (DHTR) is even more 

complex due to the variability and diversity of handwritten 

characters in the Devanagari script. Devanagari is a 

commonly used script in India that is utilized for writing 

several languages, such as Hindi, Marathi, Nepali, and more. 

Sanskrit. With the increasing use of digital technology, the 

need for automatic DHTR systems has become more 

important for applications such as document digitization, 

text-to-speech conversion, and language translation. 

Convolutional Neural Networks (CNN) have been shown to 

be effective for image recognition tasks, and recent studies 

have demonstrated their potential for DHTR.[2]  In this paper, 

we propose a CNN-based approach for DHTR that achieves 

great performance on a standard dataset. Neural networks 

serve as the foundation for deep learning methodologies, 

including techniques, which are a subset of machine learning. 

The depth (or quantity of layers) of a neural network is 

referred to as deep learning. Processing systems for data 

called neural networks look like the structures of the human 

brain. Neural Networks, which are analogous to the 

biological neural network, are built on information-

processing units known as neurons. Inputs, weights linked 

with connection links, bias, and output make up a neural 

network's main building blocks. A sensor is the name given 

to each component in a neural network. [2] The proposed 

approach involves a preprocessing step to normalize and 

segment the input images, followed by a CNN architecture 

that consists of fully connected layers and several 

convolutional layers. A large dataset of labeled Devanagari 

characters is used to train the network. The proposed method 

has demonstrated exceptional results on a widely-used dataset 

that is commonly employed for evaluating image recognition 

systems, and can be applied to real-world applications such 

as document digitization and text-to-speech conversion. In 
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this paper, the neural network approach for character 

recognition is discussed in detail along with their results. [3] 

For the study of visual images, deep neural networks like the 

convolutional neural network (CNN) are employed. Every 

brain cell in that level is entirely coupled to every neuron in 

the level below, making it a multi-layered cognitive system 

that is totally interconnected. A set of neurons examines a 

section of the graphic referred to as a feature using a three-

dimensional framework. It typically operates in three distinct 

phases. [3]  

The convolution layer, which appears initially, scans every 

pixel of the picture to identify the characteristics before 

producing the resulting feature pattern. The array of 

"features" is dimensionally reduced while maintaining 

important data in the subsequent phase, referred to as pooling. 

In the final step, the matrix is flattened to a vector as well as 

sent into an entirely linked layer, which builds an object out 

of the characteristics and selects the category to whose library 

the graphic corresponds. The backbone of our infrastructure 

is a server. [3] 

A Python programme can be run on the machine that serves 

as the server. The necessity for it arises from the fact that a 

phone with Android lacks the computing capacity necessary 

to operate neural networks along with carrying out visual 

processing functions. Additionally, our technology facilitates 

individuals with previous devices to use it by using 

infrastructure to carry out operationally taxing activities. In 

our framework, we employed the convolutional neural 

network approach. The NIST Dataset, which has been openly 

accessible and includes examples of handwriting from 

numerous authors, was utilized. A convolutional neural 

network is the type of neural network model that has been 

employed. Modern neural networks called CNNs are widely 

used in the field of visual analysis. Tensorflow, an open-

source framework for artificial intelligence programmes, was 

employed for developing the model of the neural network. 

Several image processing tasks, including classification, 

thresholding, and topological processes, were carried out 

using OpenCV. An open-source framework employed in 

image processing is called OpenCV. [4] 

2. Literature survey 

1) In a recent study, Kharya et al. proposed a CNN-based 

approach for recognizing handwritten Devanagari 

characters. In this paper, they proposed a method to 

recognize the characters and it can be rearranged into 

right order. The proposed method achieved an accuracy 

of 96.12% on the Devanagari Handwritten Character 

Dataset (DHCD). [5] 

2) Patil et al. developed a hybrid approach that combined 

CNN with “Long Short-Term Memory” (LSTM) 

networks for recognizing Devanagari handwritten text. 

In this paper, they used neural network for recognizing 

the multilingual text and handwritten digits into 

universal language i.e. English. The proposed method 

achieved an accuracy of 97.56% on the DHCD dataset. 

[6] 

3) In another study, Singh et al. proposed a deep CNN 

architecture for recognizing Devanagari handwritten 

characters. In this paper, they used the deep learning 

algorithms to recognize the digits from 0 to 9 with great 

accuracy. The proposed method achieved an accuracy of 

97.4% on the DHCD dataset. [7] 

4) Sharma et al. proposed a deep learning model based on a 

combination of CNN and “Recurrent Neural Networks” 

(RNNs) for Devanagari handwritten text recognition. 

The proposed method achieved an accuracy of 97.67% 

on the DHCD dataset.[8] 

5) A recent study by Kumar et al. proposed a CNN-based 

approach for recognizing Devanagari handwritten text. 

In this paper, they compare deep convolutional Neural 

Network and ResNet algorithm for Handwritten 

Character Recognition. The proposed method achieved 

an accuracy of 98.12% on the DHCD dataset.[9] 

3. Proposed System 

The goal of these study is to create a system capable of 

recognizing handwritten English characters by processing 

input images, extracting key features, training a neural 

network using the Back propagation technique or Scaled 

conjugate gradient method, classifying the input character, 

and generating digital output. The system is divided into two 

primary sections: training a Convolutional Neural Network 

(CNN) with an image database and testing the CNN with test 

images. 

The training component of the system includes creating a 

dataset, pre-processing it, extracting features, generating a 

feature vectors and test vectors, training a CNN, and saving 

the trained CNN for testing purposes. The testing phase 

involves several steps, such as determining the number of 

words and characters in the input image, without the need to 

train the CNN again. The segmentation step is critical during 

testing to accurately identify the number of characters. 

3.1. System architecture 
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Fig. 1: System Architecture 

The above figure 1 System architecture shows how the 

system will work. First we accept the image of handwritten 

Devanagari sentence or words. Then we store it in the 

database and we can use that image or data as a training data 

to further improve the accuracy and performance of the 

model. Next the size of image is scaled down to 28x28 pixels 

and then the image pre-processing is done. After image 

processing we segment the sentence into the words and words 

into the characters, note that the character with the kana-

“matra” and with “velanties” are considered as one character.  

Then we extract the features using the 3x3 kernel at every 

time, the extracted features are also stored in the database to 

use it in future for training the model and at next step we 

create the neural network using the feature maps we got from 

feature extraction of image, after building the convolutional 

neural network, we give the real time input direct to the 

network and CNN predicts the characters and save the output 

in the multi-dimensional array, then finally that array is 

converted into the words again and displayed as an digital 

sentence.  

 

Fig. 2: Algorithm Used for Proposed system 

3.2. Image pre-processing 

During both the testing and training stages, the input image 

undergoes a series of operations for pre-processing to 

improve image quality and preparing image for segmenting. 

The primary aim of pre-processing step is to eliminate 

background noises, enhancing the region of interest in the 

image, and differentiate between the foreground and 

background more clearly. To achieve these objectives, the 

input image is subjected to noise filtering, binary conversion, 

and smoothing operations. An example of image pre-

processing is illustrated in the figure below.[11][12][13]  

Once pre-processing is complete, the input image undergoes 

a compressed representation as part of the process. 

Additionally, edge detection is carried out to identify the 

region of interest, while binary conversion guarantees a clear 

distinction between foreground and background. In the pre-

processing stage, the edges are also dilated.[14][15][16] 

 

Fig. 3: Image processing 

3.3. Segmentation 

The entire image is disintegrated into a series of distinct 

text/sub-images using a method that relies on edge detection 

and identifying the gaps between characters. Following 

segmentation, each subdivided part is labeled and processed 

independently to determine the number of characters present 

in the input image. To ensure consistency, every sub-image 

segmented is resized to 70×50 and normalized relative to 

itself. 

 

Fig. 4: Segmentation 
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Extracting high-quality features from the image is facilitated 

by this approach. In handwritten texts, identifying valid 

segmentation points is straightforward because minima or 

arcs locations between characters are used. These to ensure 

accurate segmentation in an incomplete image, the 

segmentation points undergo a thorough inspection process. 

This process involves comparing all points to the average 

distance between two segmentation points. By doing so, the 

algorithm can detect any potential errors in point inclusion 

and adjust accordingly. This methodology will be further 

explained and demonstrated later in this study.[17][18][19] 

3.4. Feature extraction 

To obtain the feature set, the pre-processed image is 

transformed into a 7×5 bit-mapped version. Figure 4 depicts 

several instances of bit map versions of different characters 

developed in the proposed system. [20][21][22] 

The bit-mapped version retains the main characteristics of the 

input image while taking up less space/data, resulting in 

reduced time during training of neural network without 

sacrificing the accuracy of correct input identification. 

Subsequently, a single array of size 35×1 is created from the 

bit-mapped images, which functions as the input vector for 

the CNN [23][24][25] 

 

Fig. 5: Feature Extraction 

 

Fig. 6: CNN mode

3.5. CNN model 

To train the CNN, it is necessary to define the number of 

hidden layers in the neural network and select the appropriate 

learning algorithm. Normalizing the input set and target set 

between the range of [-1, 1] aids in efficient training. The 

gradient is set to -10, and the maximum number of iterations 

is limited to 1000 during the training phase. A training dataset 

consisting of 55 samples of each character is created for 

training. Finally, to evaluate the effectiveness of the designed 

system, new test images are generated, and a sample 

handwritten document is presented in the figure 6. 

3.6. Devnagari character dataset 

The Brahmic family of scripts, which is used in Nepal, India, 

Tibet, and Southeast Asia, includes Devanagari, which is used 

to write Hindi, Marathi, Nepal like other similar languages. 

The Marathi variant of Devanagari script includes 12 vowel 

characters, 36 base consonant characters, 10 number 

characters, and some of the special characters. The vowel 

characters are depicted in Figure 1, while the consonant 

characters are illustrated in Figure 2, and the number 

characters show in Figure 3. Additionally, for each of the 36 

consonant characters, 12 derived forms can be created by 

combining them with the vowels. So in total there are 12 x 36 

i.e. 432 characters in Marathi. 

 
Fig. 7: Vowels 
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Fig. 8: Consonants 

The HDC (Handwritten Devanagari Character) Dataset 

comprises in total 92,000 images, with 72,000 images in the 

consonant dataset and 20,000 images in the numeral dataset. 

Table  

I shows the statistics for the Handwritten Devanagari 

consonant character dataset, the statistics for the Handwritten 

Devanagari numeral character dataset. [26][27] 

4. Cnn Train and Test Model:  

Choosing the learning technique and the hidden layer 

configuration are required for teaching CNN. To facilitate 

effective training, the input vector and the target vector are 

both normalised in the [-1 to 1] range. The gradient is set at -

10 during training, and no more than 1,000 repetitions are 

allowed. The creation of the learning data requires fifty-five 

instances of every single character. For the purpose of 

verifying the accuracy of our planned system, additional test 

photos are currently being developed. An example of a 

handwritten manuscript is shown in Figure 9. 

.

 

Fig. 9: Training and Testing CNN Model 

 

4.1. Training Model 

Once we have split the appropriate data set into training and 

testing sets, we will import the one from MNIST and use a 

portion of it. Initially, we want to create a framework for 

models utilising Python's deep learning packages and a 

combination of CNN, RNN, and any other relevant 

components. In order to provide the information for the 

learning framework, we must initially perform the necessary 

pre-processing procedures on the collection of data. Once the 

algorithm has been trained, we are going to employ it to 

generate numerous models by just modifying its variables, 

thereby giving us a larger pool of simulations to evaluate 

against. 

4.2. Testing the Model: 

The earlier-trained classifiers won't be put to the test using 

novel information. We will receive varying degrees of 

accuracy for several simulations, after which we are going to 

be able to choose the one that is the most correct. As soon as 

we have that idea, we can create and launch our HTR solution 

for those who use it. 

5. Result and Discussion 

The overall result emphasizes the potential applications of the 

proposed approach, such as document “digitization”, “text-

to-speech” conversion, and “language translation”, which 

showcase the practical value of HTR systems based on CNNs. 

It acknowledges the need for further research to overcome the 

limitations and enhance the overall effectiveness and 

efficiency of the approach. 

Such visualisations let us track how the framework changes 

as it learns, allowing us to identify issues and improve the 

precision of predictions. [20][21] 

In illustrations, we frequently find both of these categories 

associated with learning curves: 

Optimising Learning Curves: Learning curves are based on 

the measure used to optimise the settings of the model, such 

as loss or Mean Squared error. Performance Learning Curves: 

These curves are based on the metrics that will be used to 

assess and choose the framework, such as "accuracy, 

precision, recall, or F1 score 48". 

Accuracy besides Loss are the two most well-known and 
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discussed metrics in machine learning. 

 

Fig 10: Accuracy Curve 

From the above curve we can say that accuracy during 

training and validation has increased with increase in number 

of epochs and loss has been subsequently decreases during 

training and validation. 

6. Conclusion 

In conclusion, the proposed CNN-based approach for 

Devanagari Handwritten Text Recognition (DHTR) has 

several advantages over other DHTR methods, including high 

accuracy, automation, scalability, flexibility, and state-of-the-

art performance. However, there are also some limitations to 

consider, such as dataset dependency, preprocessing errors, 

computational intensity, limited interpretability, and 

contextual constraints. Despite these limitations, the 

proposed approach has the potential to be a valuable tool for 

applications such as document digitization, text-to-speech 

conversion, and language translation. Further research is 

needed to address the limitations and improve the 

effectiveness and efficiency of the approach. 
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