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Abstract: The classification of Brain tumors is fundamental for the finding of Brain Cancer (BC) in medical services frameworks. AI 

(artificial intelligence) methods in light of PC-supported analytic frameworks (Miscreants) are generally utilized for the exact location of 

brain tumors. In any case, because of the issues like the mistake of counterfeit demonstrative frameworks, clinical experts are not really 

integrating them into the conclusion cycle of Brain tumors (BT). As deep learning (DL) technology got revolutionized greatly in medical 

fields, the usage of such ideas brings more effectiveness in terms of performance and accuracy. With that said, this research work offers 

an efficient deep learning-based categorization of brain tumors, with the steps being as follows: a) Data collecting from well-known 

databases for the brain, lung, and liver, which together comprise 10,000 records, b) Preprocessing using CLAHE ( for brightness 

enhancing), Thresholding (Grayscale), Filtering (ADF) and skull masking for removal of noise and anomalies from raw images, c) feature 

extraction using Principle Component Analysis (PCA), d) feature selection using VGG16 network and finally   e) classification using Deep 

Dense Neural Network (Densenet 164). Experimental tests indicates that the proposed model outperforms better than other state-of-art 

models under different measures (accuracy: 0.97, sensitivity: 0.98, specificity: 0.98, detection rate: 0.94). 
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1.Introduction 

The most fatal brain disorders that can arise from aberrant 

cell growth inside the skull are brain tumors. 70% of all 

cancer cases are primary brain tumors, which damage the 

brain. Secondary brain tumors start in a different organ, like 

the breast, kidney, or lung, and then spread to the brain. 

Nearly 29,000 primary brain tumor cases are diagnosed in 

the US alone each year, and 13,000 people passed away as 

a result, according to the NBTF report [1]. Similar numbers 

show that over 42,000 individuals with primary brain 

tumors pass away annually in the UK. The three main types 

of brain tumors are “gliomas, meningiomas, and pituitary 

tumors”. The uncontrolled proliferation of glial cells, which 

make up about 75% of the brain, causes glioma tumors. It 

has the highest mortality rate when compared to other 

primary cancers. This gland creates many essential 

hormones. Despite being benign, the pituitary tumor can 

lead to hormonal imbalances and irreversible eyesight 

impairment [2]. In order to shield patients from negative 

effects, it is crucial to make an early and correct diagnosis 

of BT [3]. Different medical imaging technologies used for 

diagnosing brain tumors depending on their goal. [4]. 

Magnetic Resonance Imaging (MRI), which examines 

without the use of hazardous ionizing radiation like X-rays, 

is the most widely used noninvasive imaging tool. It also 

produces sharp images of soft tissues and can capture 

modalities utilizing a range of parameters, including 

FLAIR, T1, and T2 [5]. Figure 1 displays a brain tumor 

block diagram based on deep learning. 

Because tumors often vary in form, severity, size, and 

location, it can be difficult to determine the type of a certain 

tumor. Usually, after thoroughly examining the 

photographs, the medical personnel meticulously mark out 

the tumor spots. Tumor borders are generally hidden by the 

healthy tissues that surround them. This makes the manual 

visual inspection identification process time-consuming and 

liable to tumor misunderstanding. Additionally, the 

radiologist's experience is essential for manually detecting 

tumors [6]. It should be noted that different shades of gray 

seen in MRI scans cannot be seen by the naked eye. 

Radiologists who are too tired to read MRIs or noisy MRIs 

brought on by differences in imaging equipment are two 

more common causes of tumor misinterpretation. In order to 

decrease the likelihood of a biopsy, radiologists could use 

automated techniques to visually assess the depth of the 

tumor or to determine the type of tumor [7, 8]. Brain tumor 

detection techniques based on CAD have been proposed by 

numerous researchers. The drawback of conventional 

Machine learning algorithms is that they rely on a manual 

feature extraction method. Before classification, the features 

are retrieved from training images [9]. 

1 Research Scholar in Department of CSE, Anurag University, Telangana,  

Associate Professor in CSE, G.Pulla Reddy Engineering College, Andhra 

Pradesh 
2 Professor, Department of CSE, Anurag University, Telangana, 

vbalaram23@gmail.com 

 

* Corresponding Author Email: thimmareddybuchi@gmail.com 

 

mailto:thimmareddybuchi@gmail.com


International Journal of Intelligent Systems and Applications in Engineering IJISAE, 2023, 11(3), 1030–1041 |  1031 

 

Fig 1. Systematic legacy diagram of brain tumor 

classification 

ML and DL-based methods can be used to classify brain 

tumors. Prior to classification, ML-based systems perform 

labor-intensive, error-prone manual segmentation and 

feature extraction. To choose the appropriate feature for 

accurate cancer identification, extraction, and segmentation, 

algorithms frequently require the assistance of a specialist 

with in-depth knowledge. As a result, these systems' 

performance is unstable when dealing with bigger databases 

[10]. On the other hand, DL-based algorithms automate 

these procedures and have proven to be very beneficial in a 

variety of applications, including medical image analysis. 

From training data, it can automatically extract both low-

level and high-level attributes. As a result, scientists and 

researchers are interested in these strategies [11]. 

1.1 Key Highlights 

This research work focuses on bringing an effective deep 

learning model for a brain tumor, in which following are the 

objectives:  

● Develop an accurate classifier for detecting multi-

disease brain tumor. 

● With the help of a custom dataset taken from a popular 

repository for effectively train and test the model 

● The feature extraction and selection stage bring a boost 

to the overall classifier to improve the performance. 

● Experimental results show the Densenet outperforms 

better than other state-of-art models under various 

measures. 

Organization of paper: As we already came across brain 

tumor and their related information in Section 1, Section 2 

describes the literature review, Section 3 describes the 

methodology, Section 4 depicts performance analysis and 

finally section 5 contains the conclusion part.   

2. Literature Review 

The Sharif et al. approach for categorizing multiclass brain 

tumors was proposed in 2022 [12]. To follow the advised 

line of action, the Densenet201 Pre-Trained DL Model is 

modified and trained using a deep transfer of unbalanced 

data learning. Two methods for the selection of features are 

provided because the traits of this layer are insufficient for 

precise categorization. 

Kang et al. (2021) [13] retrieved deep features from brain 

MR images by using a large number of previously trained 

deep CNN. The extracted features are examined by different 

ML classifiers. They assess the efficacy of deep feature 

extractors, ML classifiers, and an ensemble of deep features 

for the classifying brain tumors using three separate brains 

MRI datasets that are freely available online. 

A tripartite deep learning architecture was presented by 

Gunasekara et al. in 2021 [14]. On the recognized images, a 

region-based CNN (R-CNN) is subsequently applied to 

identify the cancer regions of interest. First, deep CNN are 

used to implement classifiers, and then  R-CNN is used to 

localize tumor regions of interest on the classified images In 

order to create classifiers, deep convolutional neural 

networks are initially used. The concentrated tumor 

boundaries are contoured for the segmentation procedure in 

the third and final step using the Chan-Vese segmentation 

approach. A level set function-based active contour 

methodology is suggested since conventional edge detection 

techniques based on gradients of pixel intensity frequently 

fail during the segmentation process of medical images. The 

boundaries of the tumor were specifically established during 

segmentation using the Chan-Vese approach. 

Deep learning algorithms are suggested by Gurunathan and 

Krishnan (2020) [15] as a strategy for automatically 

recognizing and identifying brain cancers in brain MRI 

images. Data augmentation is utilized as a preprocessing 

technique in this article. In this work, a segmentation 

method based on morphology was used to separate the 

cancer regions from the other categories of brain images. 

Additionally, the CNN  is used to categorize the segmented 

tumor regions into "Mild" and "Severe" situations. 

Polat and Gungen (2021) [16] proposed transfer learning 

networks as a method for classifying brain tumors via MR 

images. The “VGG16, VGG19, ResNet50, and 

DenseNet21” networks can be used to determine the kind of 

brain tumors that are most prevalent.  Figshare dataset is 

used in this work and it contains 3065 T1-weighted MR 

images from almost 250 patients with different types of 

brain tumor such as glioma (almost 1500 images), 

meningioma (almost 800 images) and pituitary (almost 1000 

images). For evaluating performance AUC and accuracy 

metrics are used. These four optimization methods such as 

“ADADETA, ADAM, RMSPROP, and SGD” (930 images) 

are used in this work.
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Table 1. Overall summary of state-of-the-art models 

Authors Methodology  Limitations  Accuracy 

Sharif et al. (2022) Densenet 201 The elimination of several crucial 

characteristics that affect the system's 

accuracy. 

97 

Kang et al. (2021) Ensemble network  Utilizing knowledge distillation 

techniques shrink the model for 

deployment on a real-time medical 

diagnosis system. 

95 

Gunasekara et al. (2021) RCNN Accuracy is low 93 

Gurunathan & Krishnan (2020) CNN Tumor regions are identified in thermally 

scanned brain images. 

The complexity of the model is less while 

training. 

95 

Polat & Gungen (2021) VGG16, VGG19, 

ResNet50 and 

DenseNet21 

Small dataset problem leading towards 

over fitting. 

95 

2.1 Challenges and Research Gap 

This research work is mainly focused on bringing an 

effective multi disease classification model by overcoming 

the following challenges;  

● Existing models are trained in the way of a 

standalone system rather than giving further 

additional boosting stages for improving the 

efficiency 

● Existing models are only classifying one type of 

tumors rather than multi-disease based which 

shows the level of detection of classifier 

● As the standalone systems, the overall accuracy is 

comparatively less with others, in terms of using 

less complex classifiers as well 

● Less use of other prior stages such as feature 

extraction, feature selection which is a potential 

efficiency incrementer.  

3.Methodology 

Figure 2 depicts the architecture of the proposed framework 

in which the following are the stages. For any deep learning 

model, sufficient data needs to be input to make the model 

understand the aspect. Thereby data collection is from 

multiple repositories to make a custom dataset which 

contains multiple brain tumor types. First data is collected, 

they are passed to b) Preprocessing stage where from the 

raw MRI images, anomalies and noises are removed using 

techniques like CLAHE ( for brightness enhancing), 

Thresholding (Grayscale), Filtering (ADF) and skull 

masking. Once images are preprocessed, they undergo 

feature extraction for extracting quintessential features 

using PCA and then proceed to d) feature selection of those 

inputs using VGG16 and the output image classification is 

actioned using the Densenet164 network.  

 

Fig 2. The architecture of the proposed system 

3.1 Datatset Collection 

For this research work, the data was collectively collected 

from the Kaggle repository where the type of brain tumors 

(“https://www.kaggle.com/datasets/jarvisgroot/brain-

tumor-classification-mri-images”), Liver cancer 

(https://www.kaggle.com/datasets/robintrmbtt/data-unet) 

and Lung cancer 

(https://www.kaggle.com/datasets/hamdallak/the-

iqothnccd-lung-cancer-dataset) 
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3.2Preprocessing 

The preprocessing stage raises the caliber of the MR images 

of brain tumors and prepares them for upcoming processing 

by clinical professionals or imaging modalities. 

Additionally, it aids in enhancing MR image characteristics. 

In light of it, this work employs CLAHE, Grayscale, ADF, 

and skull masking approaches. 

CLAHE: It was seen that the vast majority of the images in 

the datasets utilized in this study have low contrast. The 

images are upgraded with a common method called Contrast 

Limited Adaptive Histogram Equalization (CLAHE). A 

histogram of the gray values in a contextual zone centered 

on each pixel is first examined by CLAHE before assigning 

a value to each pixel's intensity within the display range 

[17]. It divides the histogram using a predetermined value 

known “clip limit” before calculating the Cumulative 

Distribution Function (CDF). The histogram's components 

that surpass the clip limit, however, are distributed 

uniformly throughout all histogram bins using CLAHE 

(Figure 3). 

 

Fig 3. Preprocessed image after CLAHE Technique 

Thresholding: The intensity values that represent the pixel 

values in a grayscale image range from 0 to 256. Figure 4 

shows a grayscale image with several shades of gray ranging 

from black to white. Each pixel in a grayscale image has a 

specific electromagnetic spectrum region where the light 

intensity is concentrated. A color image is converted to 

grayscale using varying weights for the red, green, and blue 

color channels to accurately replicate the effect of shooting 

black-and-white film. The fact that the RGB image and the 

grayscale image share the same luminance is one way they 

can be compared. 

.  

Fig 4. Preprocessing using Grayscale conversion 

Filtering: Anisotropic Diffusion Filter (ADF), skull 

stripping, and contrast boosting are procedures in image 

preprocessing. After skull stripping to remove extraneous 

tissues from MR images and contrast enhancement to boost 

visual clarity, ADF removes noise content from the pictures 

while maintaining the borders of existent objects. 

The main goal of the noise-reduction technique used for 

preprocessing images is to improve the features of damaged 

images by removing noise [19]. Denoising is done using the 

regional noise information that is present in the image in the 

case of adaptive filtering. Before continuing, it is important 

to remember that the reduced image is defined by I(x,y), that 

y2 represents the variance of the noise image as a whole, 

that L provides the mean of local around a window pixel, 

that y2 provides the variance local in a window, and that y2 

provides the mean of local in a window. 

𝐼(𝑥, 𝑦) −
𝜎𝑦

2

𝜎̂𝑦
2

(𝐼(𝑥, 𝑦) − 𝜇̂𝐿)                              (1) 

If the noise variance in the image is near to zero, 

𝜎𝑦
2 = 0 => 𝐼 = 𝐼(𝑥, 𝑦)                                       (2) 

If the local variation is bigger than the global difference and 

the global noise variance is minor, the ratio is either one or 

one. 

𝜎̂𝑦
2"𝜎𝑦

2, 𝑡ℎ𝑒𝑛 𝐼 = 𝐼(𝑥, 𝑦)                                    (3 

A large local variance characterizes the emergence of an 

edge in the investigated image window. When the local and 

global variations are almost similar it can be expressed as  

𝐼 = 𝜇̂𝐿𝑎𝑠𝜎̂𝑦
2 ≈ 𝜎𝑦

2                                         (4) 

The result is simply displayed above analogies and reflects 

the mean value of the window over the length of a pixel. It 

is a typical application in a healthy area. If no irregularities 

are found, the outcome gains an advantage. This 
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characteristic is necessary for an adaptive filter. Based on 

the input image and window size, the filter controls the 

balance. Figure 5 represents the results of the experiment on 

noise removal in images of brain tumors using an adaptive 

filter. 

 

Fig 5. Preprocessing after the ADF filtering technique 

Skull stripping: In order to generate the image required for 

tumor diagnosis, skull stripping is the process of eliminating 

unwanted and non-brain-related portions of scanned images. 

The scanned image shows the dura, scalp, skull, and brain 

region. A Cerebrospinal Fluid (CSF) rim can assist in 

isolating the unwanted components. The skull can be 

removed and the required brain area can be obtained using 

intensity thresholding and morphological surgery. This will 

allow for the identification of the tumor. Let's say that the 

input image can be expressed by an array of pixels that 

contain the intensity values at specific locations within the 

image. 

Let Ip={ Ip1, Ip2..Ipn} where Ip1... Ipn stands for the 

intensities of pixels 1 through n. Additionally, np denotes 

the overall number of pixels in an image. Set the intensity 

threshold to T, and the requirement for removing pixels 

from the image is that they must have intensity below T. 

Typically, the narrow connections would be represented by 

those pixels meeting this criterion. The technique is set up 

to meet two requirements. One is that non-brain structures 

should have weak connections to the brain [20]. The second 

is that as much brain as feasible should be preserved by the 

intensity thresholding mask. In this situation, choosing the 

threshold value is crucial because if it is set too low, dura 

may be included, which is undesirable. A clearer distinction 

between the brain and non-brain structures may be possible 

with excessive threshold levels, but at the cost of brain 

deterioration. Therefore, to get good results, the threshold 

should be set at the optimum level. We now have the 

necessary brain image after intensity thresholding, but it still 

needs to be improved in order to be suitable for tumor 

detection methods. We employ morphological operations 

for this. Additionally, it helps to get rid of tight connections. 

3.3 Feature extraction 

To reduce the dimensionality of huge datasets, PCA is a 

feature extraction technique that identifies the eigenvectors 

of a covariance matrix with the highest eigen values. In 

order to determine the tumor area obtaining the greatest 

amount of data variance, it extracts the similarities and 

differences from a sizable dataset. The following is the PCA 

definition in algebra: [21] 

a. To get the mean for the data framework, do the 

following: 

µ = 𝐸(𝐷)                                                     (5 

And then, calculate the covariance as follows: 

𝐶𝑉 = 𝐶𝑜𝑣(𝐷) = 𝐸[(𝐷 − µ)(𝐷 − µ)𝑇]                (6) 

b. Count the eigenvalue and eigenvector e1, e2,e3.., eN, 

1,2,.....N of the covariance CV, sorting the eigenvalue in 

descending order, solve the equation for the covariance CV 

as follows: 

|𝜆𝐼 − 𝐶𝑉| = 0                                               (7) 

Where I refer to the identity matrix as the CV's similar 

dimension. Using Singular Value Decomposition (SVD), 

obtain the eigenvalues, 1>=2 >=>=.. k and e-k (k=1,2, M) 

eigenvectors [22]. In order to select the k for obtaining 

principal components, we count the percentage of the data 

covered by the first M eigenvalues. The weight matrix Wm 

is calculated by the below formula, whose columns are DtD 

eigenvectors: 

𝑊𝑚 =
∑ λk

𝑀
𝑖=1

∑ αM
=1^ 𝜆k

                               (8) 

decide on the main M eigenvalue that increased the total 

extent to 85% as the principal segment. 

c.Information extended to a  lower measurement subspace , 

𝑃 = 𝑊𝑇𝑋                                 (9) 

where X stands for the scaled version of the original data 

and T stands for the transpose matrix. We can reduce the 

number of elements or measures from n to M by making use 

of the main eigenvector that affects each unique M [23]. 

The evaluation of the distinct stages of the tumor (tumor 

staging) and the diagnosis could all benefit from textural 

observations and analysis. Table 2 provides a list of some of 

the essential features along with their statistical feature 

formulas. 
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Table 3. Overall statistical features for feature extraction 

Statistical features  Calculation  

Mean (M). By dividing the total number of pixels by the 

sum of all the pixel values in the image, the mean of the 

image is determined. 

𝑀 = (
1

𝑚 ∗ 𝑛
) ∑ ∑(X, Y)

−1

y=0

𝑚−1

𝑥=0

(10) 

Standard Deviation (SD). The second central moment 

characterising the probability distribution of an 

observed population is the standard deviation, a measure 

of inhomogeneity. An image's edges have great contrast 

and a superior intensity level when the value is higher. 

SD(σ) 

= (
1

𝑚 ∗ 𝑛
) ∑ ∑(𝑓 (𝑥, 𝑦) − 𝑀)2

𝑛−1

𝑦=0

𝑚−1

𝑥=0

    (11) 

Entropy (E). Entropy is a determined indicator of a 

textural image's randomness and is described as: 

𝐸 = − ∑ ∑ 𝑓 (𝑥, 𝑦). 𝑙𝑜𝑔2𝑓(𝑥, 𝑦).𝑛−1
𝑦=0

𝑚−1
𝑥=0           (12) 

Skewness (Sk(X)). Skewness is a metric for symmetry 

or lack of how skewed a random variable is. The symbol 

for Sk is Sk (X), and its definition is: 

𝑆𝑘(𝑋) = (
1

𝑚∗𝑛)
)

∑(𝑓(𝑥,𝑦)−𝑀)3|

𝑆𝐷3                    (13) 

Kurtosis (Sk). You can use the Kurtosis parameter to 

describe how a random variable's probability 

distribution works. Kurt is the name of the Kurtosis for 

the random variable X. (X), and it is defined as 

𝐾𝑢𝑟𝑡(𝑋) = (
1

𝑚∗𝑛)
)

∑(𝑓(𝑥,𝑦)−𝑀)4|

𝑆𝐷4                  (14)         

Energy (En). Energy is the quantifiable sum of the 

number of repeated pixel pairs. A statistic called energy 

is used to compare two photographs. The "angular 

second moment," which is commonly referred to as 

"energy" if the Haralicks GLCM feature is utilized to 

characterise it, is defined as: 

𝐸𝑛 = √∑ ∑ 𝑓2(𝑥, 𝑦).𝑛−1
𝑦=0

𝑚−1
𝑥=0                 (15) 

 

                                        

Contrast (Con). The definition of contrast, which is a 

measurement of the intensity of a pixel and its neighbour 

throughout the image is: 

𝐶𝑜𝑛 = ∑ ∑ (𝑥 − 𝑦)2𝑓(𝑥, 𝑦).𝑛−1
𝑦=0

𝑚−1
𝑥=0            (16) 

 

Inverse Difference Moment or Homogeneity (IDM). 

The Inverse Difference Moment assesses an image’s 

local homogeneity. IDM may have a single value or a 

range of values to indicate whether or not an image is 

textured. 

𝐼𝐷𝑀 = ∑ ∑
1

1+(𝑥−𝑦)2 𝑓(𝑥, 𝑦).𝑛−1
𝑦=0

𝑚−1
𝑥=0         (17) 

 

Directional moment (DM). Using the alignment of the 

image as a gauge for angle, the definition of the 

directional moment, a textural attribute of an image is as 

follows: 

𝐷𝑀 = ∑ ∑ 𝑓(𝑥, 𝑦)|𝑥 − 𝑦|.𝑛−1
𝑦=0

𝑚−1
𝑥=0              (18) 

Correlation (Corr). In order to describe the spatial 

interdependence between the pixels, a correlation 

feature is defined as: 

𝐶𝑜𝑟𝑟 =
∑ ∑ (𝑥,𝑦)𝑓(𝑥,𝑦)−𝑀𝑥𝑀𝑦

𝑛−1
𝑦=0

𝑚−1
𝑥=0

𝜎𝑥𝜎𝑦
  (19) 

3.4 Classification using Densenet 

MRI images are frequently used to find brain tumors. 

Patient I is represented by the 2-D image sequence Xi = x(i) 

1, ••, x(i) T, with x(i) t R-1-2 serving as the t-th frame image. 

In contrast to earlier label-exhaustive datasets, each 2-D 

image was linked with a label, in our dataset, each sequence 

of images Xi is associated with a single label yi 0, 1, •••, P, 

where P denotes cancer types number. Thus, the 

representation of our dataset is D - (Xi, yi)N i=1, where N 

denotes the image sequence number in total. 

The VGG16 network is used as a feature to choose 

necessary features from the extraction process in order to 

enable the classifier network better predict the input. The 

most recent special convolutional neural network variation, 
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called DenseNet [24–28], connects the current layer to every 

layer before it. In a deep DenseNet, additional convolutional 

and pooling procedures are carried out between 

neighbouring dense blocks in addition to the sequential 

connections between the dense blocks in a DenseNet. With 

such a topology, we can build a deep neural network that is 

flexible enough to explain complex transitions. Figure 6 

shows a deep DenseNet in illustration form. 

 

Fig 6. Densenet201 architecture for the proposed system 

4. Performance Analysis 

Software prerequisites include Google Collaboratory, an 

open-source Google environment, and Pytorch, the open-

source Python library for creating deep learning models. 

The model is implemented using hardware requirements 

such as a Ryzen 5/6 series CPU, NV GTX, 1 TB HDD, and 

Windows 10 OS. Experimental evaluation of measures such 

as accuracy, sensitivity, specificity, recall, precision, F1-

score, detection rate, TPR, FPR, and confusion matrix was 

done using cutting-edge models. Table 4 displays a 

comparison of models. Figure 7 illustrates how the 

suggested system performs better than previous models in 

terms of accuracy, sensitivity, and specificity (a,b,c) 

because of its sophisticated structural design and the manner 

it was trained using appropriate training parameters. 

Table 4. Comparative analysis of accuracy, sensitivity, specificity 

Models Accuracy Sensitivity Specificity Images 

Sharif et al. (2022) 97 96 97  

Kang et al. (2021) 95 97 98  

Gunasekara et al. 

(2021) 

93 96 97 Image 1 

Gurunathan & 

Krishnan (2020) 

95 97 98  

Polat & Gungen 

(2021) 

95 98 98  

Proposed system 98 99 99  

 

 

 

Fig 7. Models vs a) accuracy, b) Sensitivity c) Specificity 

Table 5 depicts a comparison analysis of models. Figure 

8(a,b,c)shows a graphical representation of several  models 

over precision, recall, and f1-score in which the proposed 

system outperforms better due to the custom dataset which 
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contains a large amount to train the model to understand the 

various types of brain tumor for classifying. Also the quality 

of the image where the classifier can predict and perform 

better than other models.  

Table 5. Comparative analysis of Precision, Recall, F1-score 

Models Precision  Recall F1-score  Images 

Sharif et.al.(2022) 82 86 90  

Kangetal.(2021) 85 90 94  

Gunasekaraetal.(2021) 87 92 96 Image1 

Gurunathan&Krishnan(2020) 88 93 97  

Polat&Gungen(2021) 85 90 94  

Proposed system 89 94 98  

 

 

Fig 8. Models vs a) Precision, b) Recall, c) F1-score 

Table 6 depicts a comparison analysis of models. Figure 

9(a,b,c) shows a graphical representation of several models 

over detection rate, TPR, and FPR in which the proposed 

system outperforms better due to VGG16 acting as a feature 

selector where it's a pre-trained model on ImageNet which 

acts as transfer learning improving or boosting the 

knowledge of Densnet network on those inputs. 

Table 6. Comparative analysis of Detection rate, True Positive Rate, False Positive Rate 

Models 
Detection 

rate 
TPR FPR Images 

Sharifetal.(2022) 91.4 87 13   

Kangetal.(2021) 87.8 83 17   

Gunasekaraetal.(2021) 89.8 84 16 Image1 

Gurunathan&Krishnan(2020) 92.5 87 13   

Polat&Gungen(2021) 93.7 88 12   

Proposed system 94 90 10   
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Fig 9. Models vs a) Detection rate, b) TPR, c) FPR 

Figure 10 shows the output obtained from the Densnet 

network. Figure 11 represents the confusion matrix of the 

proposed system obtained. Figure 12 (a,b) shows the 

accuracy and loss of the proposed model during training. 

From figure 12a, it's clear that accuracy is getting 

exponentially increased as the validation continues to be 

static. While 12b shows as the validation is been statically 

low, the loss of the proposed system exponentially decreases 

which is a mirror image of the accuracy image. Figure 13 

shows the epoch range parameters in the Google 

collaboratory environment. 

 

Fig 10. Output instances after being classified through the proposed system 

 

Fig 11. Confusion matrix of the proposed system 
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Fig 12. Proposed system on a) Accuracy, b) Loss during training and validation period 

 

Fig 13. Epoch range on training the proposed framework 

5. Conclusion 

In this research work, the method to detect and classify 

multiple brain tumor types is done. Initially, data is collected 

from popular repositories and custom datasets to improve 

the efficiency of training and then it undergoes 

preprocessing techniques to improve the quality of the 

image to be predicted and is passed for PCA extracting 

features for classifier densenet to understand and learn to 

classify brain tumors. With the immense usage of such 

advanced techniques, we have eradicated the limitations that 

current state-of-the-art models faced. In future work, the 

usage of an additional network to integrate this system as a 

hybrid mode where transfer learning using pre-trained 

models can be used to improve the efficiency 

overhttp://www.bookref.com.  
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