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Abstract: In this study, the degree of visual resemblance between two logos—both those that were unique and those that were 

identical—will be measured. It can be done by compiling a database of logo images from various sources of existing logo image data 

that have been stored and extracted. In this study, four brand pictures serve as data testing while 210 photo data for the database serve 

as data training. All of the logo images were provided by the West Sumatera Regional Office of the Ministry of Law and Human Rights 

of the Republic of Indonesia (Kemenkumham—Kementerian Hukum dan Hak Asasi Manusia—Republik Indonesia). The 320 by 320 

color size photos guarantee the most precise dimensional uniformity technique for the images. Instead of using the Residual Network 

(ResNet-18) Architecture of the Convolutional Neural Network (CNN) type, the Content-Based Image Retrieval (CBIR) approach was 

employed to generate a suitable similarity score for the research. This approach automatically distributes training images and validation 

images, using 147 training image data values (70%) and 63 validation images (30%) out of the 210 available photos. As a result of this 

research, an algorithm that measures logo picture similarity will be created and used in method implementation and tool software. This 

tool has a 93.65% accuracy rate after 84 iterations. 

Keywords: ResNet 18, CNN, CBIR, Logo Image, Similarity Level. 

1. Introduction 

The logo serves as more than just a representation of the 

firm, institution, or group that utilizes it; it also has hidden 

icons, symbolism, and meanings [1]–[5]. The distinctions 

between a corporation, organization, and institution result 

in distinctive logo variation in light of the goals and 

objectives to be attained [6]–[10]. The concerned party 

typically uses the logo to identify themselves to the agency 

or the public. Law No. 20 of 2016 concerning Trademarks 

and Geographical Indications states that the role of Marks 

and Geographical Indications is essential in the age of 

global trade, particularly in maintaining fair and just 

business competition, protecting consumers, and protecting 

the rights of third parties. To prevent sharing brand 

information with other companies, trademarks (in the form 

of logos) must be registered as soon as possible [11]–[16]. 

Depending on where the new business will be located, 

Kemenkumham is the place to apply for logo registration. 

A difficulty arose when the trademark application (in the 

form of a logo) was delivered to the Ministry of Law and 

Human Rights.  Based on the Ministry of Law and 

Human Rights interviews, they encountered difficulties in 

verifying the provided logo data due to restrictions on 

inspecting logos. The logo checking process involves 

several steps: the Ministry receives the logo registration 

application, examines it from the applicant's side, accepts 

the application, and then proceeds with two rounds of 

logo inspection. During the second inspection, the 

Ministry announces the logo's pending patent status to the 

public for a two-month period. The entire logo patenting 

process typically takes between one and a half to two 

years, provided there is no evidence of plagiarism. 

The World Intellectual Property Organization (WIPO) 

offers the Ministry of Law and Human Rights an 

Industrial Property Automation System (IPAS). WIPO 

collaborated with the Directorate General of Intellectual 

Property Rights (DJHKI) to customize this system 

according to the requirements of IPAS users (Director 

General HKI Decree No. 01.OT.01.01.2012, 2012). One 

significant drawback of the IPAS system is the extended 

time it takes to make decisions on logo registration 

requests, whether to approve or reject them.  

Additionally, the system's inability to track logos locally 

poses a challenge in identifying similarities between two 

logos, regardless of their appearances. To address this 
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issue, image processing is employed to evaluate the degree 

of similarity between logos with distinct or similar visual 

characteristics. 

This research aimed to assess the similarity between two 

logos, whether they have distinct or identical 

appearances. To achieve this, a database of logo images 

was established, comprising data sourced and collected 

from various existing logo image repositories. 

Additionally, the logo image database was contrasted 

with the logo being examined or evaluated to determine 

how close they were. Character recognition has been done 

on the logo to determine how close it was to the one used 

in the previous procedure. The Image Retrieval method 

was used to compare the test logo with the logo image in 

the database. The process of categorizing and recognizing 

images was conducted using image processing within the 

Image Retrieval approach. The calculations for this 

comparison's results demonstrated how comparable the 

logo picture being evaluated was to the logo image that 

had been around for a while and was kept in the database. 

2. Related work 

Previous studies have been done by Rezende et al. (2017) 

[17], who used the ResNet algorithm for image 

processing and bogus picture detection. This paper 

suggests combining the ResNet-50 algorithm, the CNN 

model, and transfer learning. The findings showed that 

the ResNet-50 algorithm and transfer learning can 

distinguish between real photographs and fraudulent 

images with an accuracy rate of 94%. 

Arpana Mahajan and her colleagues (2019) [18] 

conducted further investigations where they utilized the 

Representational Deep Network (ResNet) to recognize 

categorical images. They employed a deep learning 

method for image classification in their study. The 

suggested approach divides hundreds of high-resolution 

photos into eight groups using a deeper, more 

comprehensive Convolution Neural Network. This study 

pulls image features from previously trained The 

machine learning Support Vector Machine (SVM) 

classifier was trained using the ResNet model. The 

findings showed that the ResNet approach performs 

better when choosing CNN 18-layer features and SVM 

classification. Deep learning is a Combine Feature + 

Classification Approach used by RESNET The suggested 

technique will be effective for both object and picture 

categorization. 

Graphic logo detection was carried done by Yuanyuan Li 

et al. in 2019 [19] utilizing Deep Region-based 

Convolutional Networks. To expand the dataset for this 

research, 6,400 logo images from the FlickrLogo-32 

dataset were consolidated. Subsequently, a Faster R-

CNN framework was developed, integrating multiple 

classification models for logo detection. The 

experimental results indicated that the proposed 

framework surpassed other state-of-the-art methods in 

performance. 

The detection and diagnosis of skin illnesses were 

carried out by Moolchand Sharma et al. (2019) [20] 

utilizing residual neural networks (ResNet). This study 

used a 50-layer residual neural network to train data 

acquired from DERMNET to build the suggested expert 

system. This work was done in Python. According to 

the study's findings, the ResNet model training's 

accuracy level reached 95%, and the prediction 

outcomes were at an epoch value of 10. 

By creating a procedure for selecting values that impact 

the network training process, this research will 

subsequently calculate the level of similarity of logo 

images based on the issues and related research 

mentioned above. This research has benefited from 

creating a method for identifying values affecting the 

network training process because few researchers have 

conducted this kind of research. This research aims to 

make a contribution that will make it easier, quicker, 

and more exact for Indonesia's Ministry of Law and 

Human Rights (Kemenkumham) to analyze how similar 

logos are in requests for logo patents. The community, 

particularly business people, might benefit from this 

research in another way. When developing a logo that 

will serve as the company’s brand identity, they will 

find to reduce logo plagiarism between two companies 

or agencies. 

3. Methodology 

3.1 Research Framework 

The main objective of this study is to identify the exact 

parameters in the image feature extraction network 

training process, allowing for highly accurate calculation 

of logo similarity. The findings will be utilized to 

develop a user-friendly computer-based application or 

tool, offering unrestricted access to assess logo 

similarity. This application will benefit not only the 

business community in general but also the 

Kemenkumham of West Sumatera Regional Office 

specifically. Figure 1 provides a graphical representation 

of the study framework, summarizing the various stages 

involved. 
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Fig. 1. Research Framework 

3.2 Research Framework Details     

3.2.1 Input Logo Image 

The study's input image is a digital copy of the logo's 

original design, which will be compared to a database of 

other logos to determine their similarity. The West 

Sumatera Regional Office of the Ministry of Law and 

Human Rights of the Republic of Indonesia 

(Kemenkumham RI) provided all of the utilized logo 

images in the form of *.jpg files. In order to study the 

process of dimensional homogeneity of the images, all of 

the used logo images are color images with pixel sizes of 

320 × 320. There are 12 logos in the collection. As a sample 

for this research, only six images were shown. 

3.2.2 Stages of Creating a Logo Image Database 

The stages of making the database aim to get the features or 

characteristics of the logo image and store it in the database. 

This stage consists of six processes, namely, image color 

segmentation, binarization, edge detection, cropping, 

skeleton, feature extraction or logo image features, and then 

the process of creating a database and storing logo image 

features or features. The process of creating a logo database 

can be seen in Figure 2 below: 

 

Fig. 2. Database Development Stages 

3.2.2.1. Segmentation Process Based on Logo Image 

Color 

The image segmentation is based on the similarity 

between each pixel’s color and the logo image’s 

background color [21]–[23]. The RGB color space and 

Euclidian distance are used to measure the distance 

between the two colors. The Euclidian distance formula 

for RGB colors is given by equation 1 below: 

D = √(𝑅𝑟𝑒𝑓 − 𝑅𝑝)2 + (𝐺𝑟𝑒𝑓 − 𝐺𝑝)2 + (𝐵𝑟𝑒𝑓 − 𝐵𝑝)2                 

(1) 

Where: 𝑅𝑟𝑒𝑓, 𝐺𝑟𝑒𝑓 , and 𝐵𝑟𝑒𝑓 , respectively, are the red, 

green, and blue reference color components of the 

background color of the logo image. The 𝑅𝑝, 𝐺𝑝, and 𝐵𝑝 

are the three color components of each pixel in the image. 

The basic principle of logo image color segmentation is to 

remove all pixels that have the same color or are close to 

the background color of the logo image (D < Th) and take 

all pixels with a color range D > Th. The threshold value 

(Th) can be determined based on experimental results. 

Based on the basic principles and equation (1) above, a 

segmentation algorithm is obtained as given in Algorithm 

1. 

Algorithm 1:  Segmentation Process Based on Logo Image 

Color 

1. Read the logo image 

2. Display the logo image to be segmented 

3. Read pixel color as area color for segmentation 

4. Determine RGB space reference color  

5. Determine the threshold value = 50 

6. Read RGB image size  

7. Initialize the RGB resulting image matrix 

8. Calculate RGB color distance  

9. Separate objects with an image background 

10. Display the results of image segmentation 

11. Save the results of the segmentation process 

 

3.2.2.2 Binarization 

The next step in the database formation process is the 

binary process. Binarization aims to change the logo 

image from a color to a gray image and then to a binary 

image to clarify the area boundaries of each object and 

facilitate the next analysis process [23]–[26]. The results 

of the binarization process sometimes still contain noise in 

the form of small white dots, so a noise removal process is 

needed. Based on this explanation, a binary algorithm is 

obtained as given in Algorithm 2 below: 
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Algorithm 2: Binarization 

1. Read the segmented logo image 

2. Display the segmented logo image 

3. Convert RGB image to grayscale and display grayscale 

image 

4. Convert grayscale image to binary and display binary 

image 

5. Eliminate noise in the binary image and display the 

resulting image 

6. Save the binary image resulting from noise cleaning 

 

3.2.2.3  Edge Detection 

This process is the next step in creating a logo image 

database. Edge detection is a process that detects the edge 

line that delimits two image regions [27]–[31]. Edge 

detection aims to mark parts that become detailed images 

and improve and change images. The stages carried out in 

this process can be seen in Algorithm 3 below: 

Algorithm 3: Object Detection Algorithm 

1. Read the binarized logo image 

2. Display the binarized logo image 

3. Detect edge using canny edge detection 

4. Show edge detection results 

5. Save the results of the edge detection process 

 

3.2.2.4 Cropping 

The next process at the database creation stage is the 

cropping process. This stage aims to remove/take/cut some 

of the contents of the image to obtain the desired result. The 

cropping process in forming this database is done 

automatically to get the desired part of the logo image. The 

stages carried out in this process can be seen in Algorithm 4 

below: 

Algorithm 4: Cropping Process Algorithm 

1. Read the edge detection logo image 

2. Display the edge-detected logo image 

3. Crop automatic image  

4. Display the cropped logo image results 

5. Save the results of the logo image cropping process 

 

3.2.2.5 Skeleton 

The skeleton stage is the last stage before entering [32]–

[35] the feature extraction process in database creation. 

Skeletons represent and recognize handwriting, fingerprint 

patterns, biological cell structures, circuit diagrams, 

engineering drawings, path plans of robots, and the like. 

The skeleton stage uses the arguments "skel" and "inf", 

which means that the "skel" argument states the expected 

result is a skeleton, and the "inf" argument states an 

infinite value or the maximum number of repetitions in 

forming a skeleton. The stages carried out in this process 

can be seen in Algorithm 5 below: 

 

Algorithm 5: Skeleton Process Algorithm 

1. Read the cropped logo image 

2. Display the cropped logo image 

3. Use the "skel" operator/argument 

4. Display the results of the logo image skeleton 

5. Save the results of the logo image skeleton process in a 

folder with the database name 

 

3.2.3 Feature Extraction 

The next process in this research in making the database 

is the feature extraction process from the logo image. 

Two types of logo images will be processed at this stage: 

training images and validation images in the database 

folder. It is done to get the feature values that exist in the 

image. The value obtained will be used as a 

characteristic of the logo image, which will also be used 

to calculate the level of similarity between the two 

images. This extraction process is carried out using the 

ResNet-18 Algorithm. The previous ResNet-18 

algorithm has been unable to extract more in-depth 

images, so if the data is calculated using the cosine 

similarity algorithm, it gives inaccurate results of 

similarity calculations. The values obtained will then be 

stored in the database as the characteristic values of the 

logo image. Content-Based Image Retrieval Process. 

Some of the processes carried out at this stage are as 

follows: 

1. The first stage is the input of the logo image, which 

will be used as training data and test data 

2. The second stage is the logo image process by 

repeating each step that is carried out in the previous 

database formation process, including the image 

color segmentation process, the binary process, the 

edge detection process, the cropping process, the 

skeleton process, and feature extraction using the 

ResNet-18 algorithm, so that feature value of each 

object in each image to be used in the training and 

testing process is gotten. 

3. The third stage is the image retrieval process. At this 

stage, a classification of logo image features and 
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image retrieval is carried out based on the results of 

the previous process by conducting training and 

testing. 

4. The final stage of the feature extraction process for 

the logo image stored in the database is tested with the 

original image of the logo and other test images to 

measure and compare the level of similarity of the 

logo image to the training data stored in the database. 

 The stages carried out in this process can be seen in 

Algorithm 6 below: 

Algorithm 6: Content-Based Image Retrieval Process 

Algorithm 

Training Process: 

1. Input logo image 

2. Image segmentation process 

3. The process of binarization 

4. Edge detection process 

5. The cropping process 

6. Skeleton process 

7. Logo image feature extraction process 

8. Logo image feature database 

9. Training Results 

Test Process: 

1. Input logo image 

2. Image segmentation process 

3. The process of binarization 

4. Edge detection process 

5. The cropping process 

6. Skeleton process 

7. Logo image feature extraction process 

8. The logo image feature database is tested with the 

training image feature data in the database 

9. Results of image character recognition (Optical 

Character Recognition) 

10. The test results are the results of calculating the 

similarity between the two images as a percentage. 

 

3.2.4 Image Similarity Calculation Process 

The logo image, which has undergone classification and 

image retrieval in the preceding steps, will now be 

employed for the image similarity calculation process. 

This process involves applying the cosine similarity 

algorithm, as depicted in the formula below: 

𝑆𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦(𝑋, 𝑌) =
𝑥𝑖∗𝑦𝑖

||𝑥𝑖||∗||𝑦𝑖||
             

(2) 

Where, xi = Input image data, yi = Data centroids, ||xi|| = 

length of the input image data vector, ||yi|| = length of 

centroid data vector 

In the process of getting good accuracy when testing data, 

the training set must be able to present test data. The 

formula used to get the percentage value from the 

similarity calculation process is as follows: 

𝑎 =  𝑏 / 𝑐 𝑥 100               

(3) 

Where, a = Number of true/similar values, b = Number of 

incorrect/unsimilar values 

Following below is Algorithm 7 that researchers use to 

perform image similarity calculations. 

 

Algorithm 7: Image Similarity Calculation Algorithm 

1. Evaluate the outcomes derived from feature 

extraction. 

2. Inspect the output class of the test results. 

3. Perform calculations for the hashing code. 

4. Undertake computations for cosine similarity. 

5. Implement the class sorting procedure for retrieval 

purposes. 

6. Analyze the obtained output class from the retrieval 

process. 

7. Store the results of the calculations. 

8. Present the results of the similarity calculations. 

 

3.2.5 Logo Similarity Measurement Application GUI 

Design 

 

Fig. 3. Similarity Measurement Application GUI Design 

4. Result and Discussion 

4.1 Input Logo Image 

This research was conducted through several stages, 

including the Data Collection, which collected 12 logo 
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images in this stage. The results of the 12 logo images are 

used as reference images whose feature values will be 

entered into the database. The data that has been collected 

is then processed to the data preprocessing stage, which 

includes the process of color segmentation, binarization, 

edge detection, image cropping, and skeletoning 

(thinning). The next stage is the logo image feature 

extraction process using the ResNet-18 algorithm. In this 

stage, several other stages are added to make the image 

feature extraction results more accurate. The other steps 

added are separating training data and validation data, 

adding data augmentation to get more features, and setting 

values affecting the feature extraction process. 

The next stage after feature extraction is the image 

character recognition stage and the similarity calculation 

stage. The stages of image character recognition in this 

study use simple optical character recognition arguments, 

so they cannot provide maximum results. Meanwhile, at 

the stage of calculating the similarity of the two images, 

several methods are added to provide more accurate 

similarity calculation results, such as using a locality-

sensitive hashing technique that functions to convert 

feature values into binary code to make the feature 

dimensions smaller to save computation. The cosine 

similarity algorithm will use this binary code to calculate 

the similarity between the two images. 

This study uses six logo images for data training and 31 

logo images for testing. These data will be used in 

calculating the level of similarity as shown in Table 1 

below: 

Table 1. Input Image Result 

No Logo Image Name 

1 

 

Ajwa Logo 

2 

 

Kwetiaw Sapi Akhun 

Logo 

3 

 

BT Logo 

4 
 

Diamond Logo 

5 
 

Joinwit Logo 

6 

 

Nexgen Logo 

 

4.2 Stages of Creating a Logo Image Database Result 

4.2.1 Image Segmentation Based on Color Result 

Image segmentation involves the task of identifying 

objects within an image or partitioning the image into 

multiple regions, where each area or object possesses 

similar attributes. This process has been integrated into 

the Matlab program, and the outcomes, along with the 

image results, are presented in Table 2. 

4.2.2 Binarization 

Some image processing refers to binary images. Using 

binary images can make comparisons between the length 

and width of objects. The binarization stage in this study 

is to change the segmented image into a grayscale form 

which is then converted to a binary image. Changing this 

binary image also adds a mathematical morphological 

operation opening that aims to remove noise in the 

image. The results of the binary process can be seen in 

Table 2 below. 

4.2.3 Edge Detection Result 

In this study, image edge detection is performed using 

the Canny operator. This particular algorithm offers 

advantages such as a low error rate, precise localization 

of edge points (with minimal distance between detected 

edge pixels and the actual edges), and providing only 

one response for each edge. By implementing algorithm 

3 with the Matlab programming language, the results are 

obtained and presented in Table 2. 

4.2.4 Cropping Image Result 

The results of edge detection are then processed using 

the cropping operator. This process aims to obtain the 

results of the desired image. The cropping process in this 

study was made automatically based on image 

coordinates to avoid inaccurate cropping results. The 

results of the cropping process are shown in Table 2.

Table 2. Segmentation, Binarization,  Edge Detection, And Cropping Image Result 

N

o 

Original Logo 

Image 

Segmentation 

Based on Color 

Result 

Binarization 

Image Result 

Edge Detection 

Image Result 

Cropping Image 

Result 
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1 

    
 

2 

    
 

3 

     

4 
     

5 

     

6 

    

 

 

4.2.5 Skeleton Image Result 

The next process is the skeleton process. The process at 

this stage uses the cropped image. The results of the 

skeleton process are shown in Table 3 below. 

Table 3. Skeleton Image Result 

N

o 

Cropping Image Result Skeleton Image Result 

1 

 

 

2 

  

3 

 

 

4 
  

5 
  

6 
  

 

4.3 Logo Image Feature Extraction Result 

This stage is an advanced stage of the skeleton process. 

At this stage, the existing logo image data is multiplied 

by 10 of each type. Then the augmented data is given a 

data augmentation process to modify existing data. It was 

done because of the limited available data, while this 

research requires much data. The next process is the data 

that has been reproduced previously divided into two 

parts, namely training data with a weight of 70% and 

validation data with a weight of 30%. The result of this 
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stage is the characteristic value of the logo image. Table 4 

is the feature value data resulting from the feature 

extraction process. 

 

Table 4. Logo Image Feature Extraction Result 

N

o. 

Image Name Logo Image Feature Value 

1 2 3 4 5 6 7 8 9 10 11 12 

1 'skeleton_ajwa copy 2.bmp' 

5,4

6 

-

1,3

0 

0,2

4 0,83 -0,93 

-

0,2

9 

0,1

3 

-

0,56 

-

2,2

3 -0,75 1,18 

-

0,7

5 

2 'skeleton_ajwa copy 3.bmp' 

5,9

4 

-

1,9

9 

0,1

6 1,35 -1,92 

0,3

2 

-

0,4

5 

-

0,07 

-

2,7

8 -0,12 0,28 

0,7

8 

3 'skeleton_ajwa copy 4.bmp' 

5,3

7 

-

0,9

5 

0,2

0 1,12 -1,24 

-

0,1

2 

0,2

3 2,20 

-

2,5

4 -1,36 1,44 

-

0,3

1 

4 'skeleton_ajwa copy 5.bmp' 

6,3

7 

-

1,8

6 

1,2

2 0,51 -1,26 

0,0

2 

1,1

1 0,60 

-

2,1

3 -0,48 1,60 

0,3

6 

5 'skeleton_ajwa copy 6.bmp' 

4,6

5 

-

1,0

9 

1,5

3 1,46 -1,70 

-

0,9

5 

-

0,2

0 1,59 

-

2,1

5 -0,97 0,58 

-

0,2

6 

6 'skeleton_ajwa copy 7.bmp' 

5,4

0 

-

1,7

7 

0,4

5 -0,03 -0,09 

-

0,2

2 

0,6

8 0,67 

-

2,2

3 -0,87 1,17 

0,0

5 

7 'skeleton_ajwa copy 8.bmp' 

5,4

7 

-

2,6

6 

0,9

8 0,24 -0,06 

-

1,0

1 

0,2

2 0,56 

-

1,6

0 -0,70 1,33 

-

0,0

7 

8 'skeleton_ajwa copy 9.bmp' 

4,7

7 

-

0,7

6 

0,0

1 0,49 -0,05 

-

0,9

6 

-

0,4

1 

-

0,40 

-

2,3

0 -0,68 -0,12 

0,4

9 

9 

'skeleton_akhun kwetiaw copy 

2.bmp' 

-

1,5

9 

6,9

2 

0,5

9 -2,40 -0,34 

0,5

3 

-

2,7

0 1,16 

1,3

3 -1,48 -1,42 

-

1,3

7 

10 

'skeleton_akhun kwetiaw copy 

4.bmp' 

-

0,6

6 

6,2

2 

0,1

9 -2,15 0,00 

0,5

1 

-

2,6

2 0,87 

1,2

7 -1,45 -1,25 

-

0,7

9 

 

The next process is to carry out the image training process 

using the ResNet-18 architecture with an updated method 

in several stages. Figure 4 and 5 compare the training 

results on the previous ResNet-18 architecture with 

ResNet-18 with the updated method. 

 

 

 

 

 

 

Fig. 4. Results of the Previous Training Process 
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Fig. 5. Results of the current training process 

Based on Figure 4 and 5, the feature extraction process 

using the previous ResNet-18 Algorithm gave an accuracy 

of 93.65%, while the feature extraction process using the 

ResNet-18 Algorithm with the updated method yielded 

100% accuracy. 

4.4 System Testing Results 

This testing phase consists of four stages, as explained in 

Chapter 3 previously. The preprocessing stage comprises 

segmentation, binarization, edge detection, cropping, and 

skeleton. The next stage is the image retrieval stage, 

character recognition of the image, and calculating 

image similarity as the last. In this study, testing was 

carried out with two versions, namely the original image 

and the test image. Based on the test results with the 

original image data, the results are shown in Table 5.  

Table 5. Test Results With Test Image 

N

o 
Testing Image Training Image Result 

Note 

1 

 

 
 

Same: 82.2846% 

 

The 

image 

used as 

test data 

is an 

image 

that has 

been 

modifie

d 

2 

  

Same: 87.6503% 

 

The 

image 

used as 

test data 

is an 

image 

that has 

been 

modifie

d 

3 

  

Same: 96.6334% 

 

The 

image 

used as 

test data 

is an 

image 

that has 

been 

modifie

d 

4 

 
 

Same: 68.1246% 

The 

image 

used as 

test data 

is an 
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image 

that has 

been 

modifie

d 

 

4.5 Comparison of Results with Previous Feature 

Extraction Methods with Current Feature Extraction 

Methods 

This stage describes a comparison of the use of the 

previous feature extraction method with the current 

feature extraction method. The previous method of the 

feature extraction process was imperfect, marked by the 

inaccuracy of the logo image similarity calculation results 

when tested using the same original image. Based on the 

results of the similarity calculation, the old method was 

updated by adding stages during data preprocessing and 

logo image feature extraction. The current method has 

better results and has been tested using validator data 

from the Ministry of Law and Human Rights of the 

Republic of Indonesia. An example of a comparison of 

the two methods is shown in Table 6 below. 

Table 6. Comparison of Logo Image Similarity Calculations Using The Old Method With The New Method 

No Testing Image Old Method New Method Note 

1 

 

  

The old method is 

inappropriate for 

providing image 

detection results or 

calculating image 

similarity. In 

contrast, the new 

method has provided 

better results in 

detecting logo 

images and 

measuring logo 

image similarity. 

2 

 

 
  

The old method is 

inappropriate for 

providing image 

detection results or 

calculating image 

similarity. In 

contrast, the new 

method has provided 

better results in 

detecting logo 

images and 

measuring logo 

image similarity. 

3 

 

  

The old method is 

inappropriate for 

providing image 

detection results or 

calculating image 

similarity. In 

contrast, the new 

method has provided 

better results in 

detecting logo 
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images and 

measuring logo 

image similarity. 

4 

 

 

  

Here, the old method 

is inappropriate in 

providing image 

detection results or 

calculating image 

similarity. 

Meanwhile, the new 

method has provided 

better results in 

detecting logo 

images and 

measuring logo 

image similarity. 

 

5. Conclusion 

Based on testing of the method developed, it can be 

concluded that extracting logo image features using the 

ResNet-18 algorithm with an updated method can produce 

better image feature extraction. Good extraction results 

greatly affect the process of calculating the logo image 

similarity level. The addition of locality-sensitive hashing 

techniques helps speed up computation in the process of 

calculating image similarity. The locality-sensitive 

hashing technique makes it easier for the cosine similarity 

algorithm to calculate the level of similarity because the 

feature values stored in the database are converted into 

binary code by this method. In particular, conclusions can 

be drawn regarding achieving the objectives of the method 

built. The color segmentation algorithm is created 

automatically by taking the x and y pixel points to 

separate the color between the object and the background. 

The cropping algorithm is created automatically using the 

coordinates of the object. It is very helpful in obtaining 

logo image feature values because for the case of 

calculating logo image similarity, if the cropping 

algorithm is made manually, it will give different results 

every time tested, even with the same image. The 

proposed method is the addition of steps affecting the logo 

image feature extraction process, such as the 

preprocessing stage. This stage has an important role in 

this case because the results of the preprocessing stage 

will be used for the feature extraction stage. Apart from 

that, this case also added a data augmentation stage. Due 

to the limited available logo data, it is necessary to modify 

the existing logo image data to become more numerous to 

obtain more varied image feature values. In the image 

feature extraction stage using the ResNet-18 algorithm 

values are also added affecting the process, such as epoch, 

batch, and other values. In addition, as previously 

described, this process also uses a locality-sensitive  

 

hashing technique which is useful for converting feature 

values into binary code to save computation. The binary 

code values obtained using the locality-sensitive hashing 

technique will be used to calculate similarity using 

distance with the cosine similarity algorithm. 
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