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Abstract: Student performance prediction is very important and can help an educational institute to increase the success rate among 

students. A common problem universities face is that of students failing to complete the academic program or taking a long time to do so. 

Identifying at-risk students in the early stages would help to provide them with the support they need. At-risk students can be described in 

different ways, depending on the educational system and its requirements. In this paper, at-risk students are defined as those with a low 

GPA of less than 2.75 out of 5 or who have failed to graduate. The focus is on the attributes that can help recognize at-risk students in 

advance. The results of this study proved that at-risk students can be predicted at an early stage based on their gender, and marks on pre-

admission exams, in high school, and the first semesters of their academic programs. 
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1. Introduction 

Education plays an important role in the development of 

societies, and educational institutions have recently been 

using electronic systems to store information about their 

students and employees. Such systems can store enormous 

amounts of data, which grow dramatically every year as 

existing students’ progress through universities and new 

students enroll. The use of available data can help an 

understanding of many educational phenomena, thus 

enabling the provision of solutions to some of the problems 

faced by students, teachers, and universities. 

Data mining (DM) has garnered considerable attention 

because of the large amounts of data that can be stored in 

several formats, such as texts, images, files, audio, and 

video. Converting this data into practical and meaningful 

knowledge is, therefore, an extremely important task, and 

the knowledge discovered through DM techniques plays a 

significant role in decision-making. Educational data 

mining (EDM) is concerned with developing strategies that 

can extract knowledge from educational data environments. 

The benefits of the use of EDM tools are not limited to 

analyzing student behavior, as they enable the use of 

available prior information to predict the performance of 

students in their future studies. Universities face many 

challenges related to student performance, which reflects on 

the quality of their educational outcomes. As poor student 

achievement impacts both universities and students, 

applying EDM techniques, which turn raw data stored in 

educational systems into useful knowledge, would help 

solve the problem, and have a significant impact on 

educational practice and research. 

Educational data can be derived from diverse educational 

environments. Romero and Ventura [1] suggested e-

learning systems, student information systems (SISs), 

intelligent tutoring systems (ITSs), and adaptive educational 

hypermedia systems (AEHSs) as examples. Some 

researchers used students’ activity sequences in the Massive 

Open Online Courses (MOOC) platform to predict at-risk 

students [2]. Other studies used the discussion data in the 

online system to predict student performance [3]. Based on 

the problem, several methods can be applied to solve a 

specific task. The most used are classification, regression, 

association rule mining, clustering, outlier detection, 

discovery with models, and sequential pattern mining [4]. 

Most of the available research focuses on extracting 

knowledge from student learning management [5-8]. 

Various educational data mining techniques apply to 

educational issues. EDM can be used to predict exam 

results, warn students at risk before final exams [9], predict 

students’ final GPAs from their grades in previous courses, 

evaluate the courses with the greatest impact on students’ 

final GPAs [10], predict students’ academic outcomes at the 

end of the school year [11], support admission planning and 

predict students’ employment positions after graduation 

[12], predict low- and high-achieving students [13], predict 

student drop-out rates [14], predict at-risk students in a 

specific course [15], and predict slow learners [16]. 

This research focuses on applying classification methods to 

student data available in SISs to extract useful knowledge 

that would identify at-risk students at the early stages. 

Predicting at-risk students would help to provide them with 

the required support. To achieve that, the main attribute that 

affects student performance needs to be selected, after 

which feature extraction will be applied to the selected 
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attribute. Using the extracted features can help to predict at-

risk students. 

 

The remainder of this paper is organized as follows. Section 

2 introduces a detailed overview of the related works. 

Section 3 reviews the concepts of the proposed method, 

including the dataset used. Section 4 introduces the 

algorithms most used for predicting at-risk students. Finally, 

Section 5 offers the concluding remarks. 

  

Fig 1: Proposed Model. 

2. Related Work  

The process of EDM turns raw data stored in educational 

systems into useful knowledge that could potentially have 

considerable influence on educational practice and research. 

Educational data can be derived from diverse educational 

environments such as e-Learning systems, SIS, intelligent 

tutoring systems (ITS), and adaptive educational 

hypermedia systems (AEHS) [1]. Based on the problem at 

hand, several methods can be applied to solve a specific 

task, of which those used most are classification, regression, 

association rule mining, clustering, outlier detection, 

discovery with models, and sequential pattern mining [4]. 

There are multiple educational issues to which various 

educational data mining techniques are applied. The goal of 

applying DM methods to educational data differs, 

depending on the problem under study [9,10,11]. It can be 

used in several way such as predicting students Mark, GPA, 

final result at the end of academic year. Moreover, EDM can 

support education organization in admission planning, 

employments rate, student’s dropout rate [12,13,16]. In 

university datasets, numerous attributes can be found. Both 

selected attributes and prediction methods can lead to 

research directions [17]. 

EDM methods have been applied to the data of both public 

schools and universities. Numerous attributes, with 

academic, personal, economic, social, and institutional 

factors, can be found in the dataset, among which personal 

factors are the main cause of students dropping out of 

university [18]. Some researchers have proposed studying 

attributes like social networks and the internet as a learning 

resource to determine their influence on student 

performance. Absences and grades are the most relevant 

attributes for predicting students’ end-of-year academic 

outcomes [11]. Demographic attributes such as 

neighborhood, age, and school are also potential indicators 

of a student’s academic failure or success [11], [19]. 

However, the Standard Achievement Admission Test 

(SAAT) is one of the most common attributes used to 

predict student performance in universities [20]. 

To predict student performance, various DM classification 

techniques have been applied, of which the decision tree 

(DT) is the most commonly used. It is used to predict 

students’ final GPAs based on grades achieved in previous 

courses [10]. Naive Bayes (NB) and different types of 

decision trees like CART, C4.5, and ID3 are applied to 

establish models that can be used to predict students’ grades 

[21]. Some studies apply several classification methods to 

predict student performance, such as a rule learner (OneR), 

a nearest neighbor algorithm (IB1), a neural network (Multi-

Layer Perceptron), and a decision tree [22]. Moreover, 

artificial neural network (ANN), Support Vector Machine 

(SVM), DT, and NB are applied to predict student 

performance to support decision-making [20]. Some 

attributes like preadmission exams are used to predict 

student performance in specific programs [20]. In this 

research, we believe that using both pre-admission and first-

semester marks will provide better results in the prediction 

of student performance. 

3. Proposed Model  

In this paper, we propose a framework to predict at-risk 

students at early stages using student information available 

in the SIS systems. These systems contain numerous 
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attributes, some important and others not. However, it is 

important to define who are at-risk students to select the 

most attributes that would affect them. At-risk students can 

be defined in different ways depending on many factors, 

including the educational settings they study in, or the 

curriculum of the program they enrol in. Based on studying 

the students’ records, at-risk students can be defined as 

those with GPAs of less than 2.75. 

The academic records in the dataset used concern 743 

students. Student records reveal that 452 students graduated 

with GPAs over 2.75 (excellent, very good, and good), 

while the remaining (291) students have GPAs under 2.75 

(pass, fail). Of the 291 with low GPAs, 171 had GPAs of 

less than 2 and cannot be awarded a degree. Therefore, 

students with low academic achievement are considered at-

risk. The low-academic achievement students are those with 

a very low GPA (less than 2.75), who are vulnerable to 

academic warnings. Moreover, a low GPA may lead to 

dropping out or academic expulsion. It also reflects the poor 

knowledge of the students in their study field and in general. 

Indeed, the extended consequences of low GPAs may affect 

the future careers of students. 

Selecting the right attributes and applying machine learning 

algorithms to them can be challenging. Figure 1 shows the 

model presented in this paper. The following section 

discusses the proposed model in more detail. 

To achieve this, the following steps will be followed: 

1. The pre-processing steps will be applied to the 

dataset to perform data cleansing and 

normalization. 

2. To select the most important attributes that affect 

at-risk students, Pearson’s product-moment 

correlation coefficient has been used. It determines 

which variables have a higher correlation with at-

risk students. The variable with the highest 

correlation coefficient contributes more than the 

others to predict at-risk students. Moreover, the 

built-in feature importance function of the random 

forest can be used to rank the different attributes 

based on their importance. 

3. Based on the characteristics of the dataset and 

selected attributes, four classification techniques 

will be applied, viz., DT, SVM, NB, and Random 

Forest (RF). Then the parameters that control the 

performance of the model will be set to achieve 

possible higher scores on the evaluation measures. 

4. Then the evaluation measures will be calculated to 

assess the result. 

The previous steps can be repeated as often as needed until 

an acceptable result is obtained. 

3.1. DATA SET 

The data set consists of 743 student records for both males 

and females from the departments of Computer Science 

(CS) and Information Systems (IS) at King Khalid 

University in Saudi Arabia, as shown in Figure 2. Each 

student’s record consists of numerous attributes. However, 

this research focused on a few attributes, as shown in Table 

1, including the student’s preadmission information, first 

semester marks, students’ status, and their cumulative grade 

point averages (CGPAs). The data are limited to students 

who enrolled during 2013–2015, including two semesters 

each year. 

3.2. Data Description 

It is critical to understand the domain of the dataset. The 

main attributes that can be used are the required pre-

admission exam marks and first-semester subject marks and 

grades. The admission exams include the high school 

accumulative average (HSAA), a general aptitude test 

(GAT), and a standard achievement admission test (SAAT).  

The study plan for both departments (CS and IS) is identical. 

Each program consists of 152 study hours distributed across 

five years with two semesters each. In the first semester, 

every student is required to take four subjects, the courses 

being Intensive English Program 1 (011ENG6), 

Mathematics 1 (001MATH-3), Introduction to Computers 

(011CSM-6), and Entrance to Islamic Culture (111IC1-2). 

The marks scored by students in these courses are 

categorized into nine grades: A+ (95–100), A (90–94), B+ 

(85– 89), B (80–84), C+ (75–79), C (70–74), D+ (65–69), D 

(60–64), and F (less than 60). The final total GPA is 

calculated out of 5. The general grades for graduation are as 

follows: Excellent (GPAs 4.50 –5.00), Very Good (3.75–

4.49), Good (2.75–3.74), and Pass (2.00 –2.74). A student 

must attain a GPA of at least 2.00 to graduate. Table 1 

provides a brief description of each attribute. The corelation 

between the most common attributes and at-risk students is 

presented in Figure 3. 

3.3. Feature Selection 

Numerous attributes were available for use. However, not 

all were useful to apply to prediction. Therefore, to reduce 

the dimension of the data, a basic statistical method was 

applied to select the most important attributes that can be 

used to predict at-risk students. 

First, all attributes that have numerous NULL values, such 

as the name of the high school, were removed. Then all 

attributes containing nearly the same values, such as age, 

were ignored. As shown in Table 2, the correlation between 

the selected attributes has been calculated. Table 2 shows 

the correlation between the independent variables and the 

dependent variable. The heat map in Figure 4 shows the 

correlation between different attributes. Consequently, only 

the attribute (Gender, HSAA, GAT, SAAT, ENGLISH, 

Math, and CSM) was selected.
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Fig 2: Correlation among the most common attributes 

and at-risk students. 

 

Fig 3: Feature Importance. 

Table 1: Correlation between the independent variables 

and the dependent variable 

 HSAA GAT SAAT ENG MATH CSM 

At-risk 

(1) 

-0.42 -0.041 -0.27 0.54 -0.67 -0.63 

 

3.3.1. Correlation Coefficient 

Table 2 presents the correlation between the independent 

variables in the dataset, viz., HSAA, GAT, SAAT, 

ENGLISH, Math, and CSM with the target (dependent 

variable), At-risk. The first semester courses are highly 

correlated to the at-risk variable, with a correlation 

coefficient of more than (-0.5), while the pre-admission 

information is less correlated with the target (at-risk), with 

a correlation coefficient of less than (-0.5). 

3.3.2. Feature Importance 

To assign an importance score to each feature, the 

ensemble-based RF model was used to rank the different 

features based on their importance. Such techniques are 

applied to rank the features based on their contribution to 

predicting at-risk students. Features with higher importance 

scores play important roles in predicting at-risk students. In 

other words, the higher the importance score of the feature, 

the better it predicts at-risk students. 

Figure 4 shows the importance of each attribute based on its 

contribution to predicting at-risk students—the most 

important attribute is Math, which has been given a higher 

score, followed by CSM, ENGLISH, and HSAA. In 

contrast, the other attributes of gender and pre-admission 

exams (GAT and SAAT) are considered less important 

attributes. The attributes assigned low importance scores are 

insufficient to predict at-risk students, compared to other 

attributes. 

4. Machine Learning Algorithms 

The problem of at-risk students was considered one of 

classification. Two classes have been defined: at-risk and 

not at-risk students, based on which multiple classification 

techniques were applied to predict at-risk students. Based on 

many EDM studies in the literature, the most frequently 

used classification methods are DT, NB, SVM, and RF. 

4.1. Design Tree (Dt) Algorithm 

DT is a non-parametric supervised learning technique, used 

for solving classification and regression problems [23]. A 
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DT structure resembles a tree, with the root node being the 

first node in the tree, no incoming edges, and at least one 

outgoing edge. The internal nodes were used to test the 

attributes, with each branch symbolizing an outcome of a 

test. Each terminal node, known as a leaf node, refers to a 

target or class label. A DT sorts an instance from the root 

outward, toward certain terminal nodes, representing the 

classification of the instance. 

There are various types of DT, including iterative 

dichotomiser 3 (ID3), successor of ID3 (C4.5), 

classification and regression trees (CARTs), and conditional 

inference trees [23]. Two different impurity-based criteria 

are used to measure the quality of a split: entropy and Gini 

impurity [24]. The differences between the probability 

distributions of target variables can be measured using Gini 

impurity [23]. Sometimes, data are mislabeled due to 

random labeling. The frequency with which data are 

mislabeled when they are randomly labeled can be 

measured using Gini impurity. Gini values fall between 0 

and 1. A value of 0 means that samples belong to the same 

target or class, whereas a value of 1 implies that the elements 

are randomly distributed across several classes. 

Gini impurity can be calculated by the following formula: 

where pj is the probability of class j. 

The amount of information that describes samples precisely 

is measured by entropy. As with Gini impurity, a value of 0 

indicates that the samples are similar and belong to the same 

class, while a maximum value of 1 means that samples are 

divided equally. 

Entropy is calculated by the following formula: 

Entropy = −∑𝑝𝑗 ∗ log(𝑝𝑗)

𝑛

𝑗=0

 

where pj is the probability of class j. 

There are some advantages to using DT, one of which is its 

easiness of interpretation. Unlike other techniques can also 

deal with both categorical and numerical data. Nevertheless, 

DT has a few disadvantages, one of which is susceptibility 

to overfitting, meaning that a complex tree does not 

generalize well. 

 

However, this can be handled by using parameters to control 

the size of a tree, such as pruning or setting the maximum 

depth to a suitable number [23]. This research used a CART 

model to predict at-risk students by learning the decision 

rules derived from the dataset’s features. CART was 

introduced in 1984 by Breiman [25] to analyze binary 

recursive partitioning, meaning that each group of instances 

represented by DT nodes is split into two groups [26]. 

4.2. Random Forest (Rf) Algorithm 

RF is a supervised learning technique developed by 

Breiman [27], where the features are selected randomly for 

each decision split [28]. RF is preferred for high-

dimensional data due to its ability to handle missing values. 

It can also deal with categorical, continuous, and binary 

data, and is less sensitive to outliers [28]. Like DT, RF can 

also be used for both classification and regression problems. 

Further, RF can measure the importance of variables, as well 

as impute missing values [29]. RF trees depend on binary 

recursive partitioning trees [30]. The predictor space is split 

by a binary partition series (split for single variables). The 

whole predictor space is included in the root node of the tree. 

The final partition of the predictor space is composed of leaf 

nodes (terminal nodes), and the internal nodes are split into 

two successor nodes [30]. 

4.3. Support Vector Machine (SVM) Algorithm 

SVM is a supervised learning technique introduced by 

Vladimir Vapnik [31]. Its basic idea is to ascertain which 

optimal hyperplane can classify unseen data according to 

the training data, which can be described as generalized 

linear classification. Further, SVM is known as a maximum 

margin classifier due to its capability of minimizing errors 

in empirical classification on the one hand and maximizing 

the geometric margin on the other [32]. SVM is sensitive to 

the type of kernel function. Kernel functions are mainly 

used when values cannot be separated linearly [31], but no 

single kernel is preferred in all cases; selecting the best 

kernel function depends on the nature of the problem being 

considered. The most common types of kernels are linear, 

polynomial, radial basis function (RBF), and sigmoid. 

A linear kernel can be expressed as: 

Table 2: Number of at-risk and not at-risk students in the training and testing datasets. 

Dataset Total number of students Number of at-risk students Number of not at-risk students 

Training dataset 594 215 379 

Testing Dataset 149 76 73 
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K (Xi, Xj) = Xi
TXj 

A polynomial kernel is not a constant one and is preferred 

in cases where all the training samples are normalized [31]. 

It can be defined as follows: 

K (Xi, Xj) = (γ Xi
T Xj + r) d., γ > 0 

An RBF kernel is a Gaussian kernel, whereby a measure of 

distance is smoothed by a radial function (an exponential 

function) [33]. Unlike a linear kernel, an RBF kernel can 

deal with non-linear relationships between a target and its 

attributes. Again, unlike a linear kernel, an RBF kernel maps 

non-linear data points onto a higher dimensional space. It 

acquires fewer hyperparameters than a polynomial kernel, 

and can be defined as follows: 

K (Xi, Xj) = exp (−γ||Xi − Xj||2)., γ > 0 

A sigmoid kernel can be expressed as 

. 

In the above kernel expressions, the γ, d, and r are the 

parameters of the kernel. 

4.4. D. Naive Bayes (Nb) Algorithm 

NB is a probabilistic supervised learning technique, the 

main idea behind which is to apply the Bayes theorem with 

a “naive" assumption of conditional independence between 

variables [34]. This assumption is not always met but can 

provide reasonable performance with low computation 

times. The Bayes theorem is used to calculate conditional 

probabilities. An NB classifier supposes that the presence or 

non-presence of a certain feature of a class is unassociated 

with the presence or non-presence of any other feature [34]. 

There are several types of NB classifiers, including 

Gaussian NB, multinomial NB, Complement NB, and 

Bernoulli NB. 

5. Experimental Results and Discussion 

This section narrates the overall result and discussion. To 

apply the model, the data set was split into two groups: a 

training dataset and a testing dataset (80% and 20%, 

respectively). The training dataset was used to train the 

model, and the testing dataset to test it. In this context, the 

data set was slitted sequentially according to years. 

Therefore, the data of student enrollees to the university in  

2013 and 2014 were used as a training set, and the remaining 

data of student enrollees to the university in 2015 were used 

as a testing set. This was done for using senior students’ data 

to predict junior students’ future. 

Then, based on the students enrolled at the university in 

2013 or 2014, the performance of those enrolled in 2015 can 

be predicted. 

The training dataset comprised 594 student records, the at-

risk students constituting 36.2% of the data. Moreover, 149 

student records (51.0%) were included in the testing dataset 

of the records of those considered at-risk students. Table 3 

shows the distribution of students in the training and testing 

datasets. 

5.1. Evaluation Measures 

The most commonly used evaluation measures in the data 

mining and machine learning fields are accuracy, precision, 

recall, and F-measure. Accuracy is simply the number of 

observations predicted correctly, over the total observations. 

Accuracy is a good measure in the case of a balanced 

dataset, where the positive and negative observations are 

almost the same. However, for an unbalanced dataset, 

accuracy can be a misleading metric. In other words,  

 

Fig 4: The ratio of students At-Risk and Not At-Risk 

evaluating the model using the accuracy measure alone is 

not reliable. For example, taking a sample with 99 positive 

samples and one negative sample, if all samples are 

classified as positive, the accuracy score will be 99% [35]. 

Precision and Recall can be used to evaluate the model in 

more accurate ways. Whereas Precision measures the 

accuracy of positive predictions, recall measures the 

completeness of positive predictions. In most problems, 

both high precision and recall offer the best result. 

However. it is difficult to compare the two models’ 

effectiveness based on the two measures. Hence, another 

technique called F-measure, also known as F1-score is 

applied, which is a metric that considers both precision and 

recall. 

Precision, recall, F-measure, and accuracy can be calculated 

using the following equations: 
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𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

 

𝑟𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

 

Accuracy =
TP + TN

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 

𝐹 − 𝑚𝑒𝑎𝑠𝑢𝑟𝑒 =
2 ∗ 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑟𝑒𝑐𝑎𝑙𝑙

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑟𝑒𝑐𝑎𝑙𝑙
 

where TP (true positive) is where a student is predicted as 

at-risk, and the actual class of the student is also at-risk; FP 

(false positive) is where the student is predicted as not at-

risk and the actual class is at-risk; TN (true negative) is 

where the student is predicted as not at-risk and the actual 

class too is not at-risk; and FN (false negative) is where the 

student is predicted as at-risk and the actual class is not at-

risk. 

5.2. AT-RISK STUDENTS 

At-risk students can be defined in different ways, depending 

on many factors, including the educational settings they 

study in, or the curriculum of the program they have 

enrolled in. In this research, students with GPAs under the 

threshold (GPA=2) will be classified as at-risk. 

Figure 5 illustrates the ratio between students at risk and not 

at risk in the dataset. Figure 6 represents the final GPAs 

achieved by students, which reveals that several students 

have obtained a GPA under 2.75 (Pass, Fail).

Table 3: Result of predicting the at-risk students. 

Classifier Precision Recall F1-score Accuracy 

RF 0.86 0.87 0.86 0.86 

DT 0.89 0.87 0.88 0.88 

NB 0.89 0.78 0.83 0.84 

SVM 0.86 0.87 0.86 0.86 

5.3. Result 

 

Fig 5: The distribution of student GPAs in the data set. 

The result of applying different classification methods is 

presented in Table 4. It is clearly shown that at-risk students 

can be predicted based on first-semester courses, pre-

admission exams, high school averages, and gender. Based 

on the results in Table 4, all classifiers achieved a very good 

result. However, the decision tree algorithm produced the 

best result in the F-measure. 

As shown in Figure 7, DT offered the best result in 

predicting at-risk students in the F-Measure result. Both RF 

and SVM produced an equal result concerning all evaluation 

measures, while the decision tree outperformed other 

classifiers in terms of accuracy and F1 score. Further, NB 

performed worse than other techniques concerning 

accuracy, recall, and F1score.  
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Fig 6: Comparison of the performance of all classifiers. 

 

Different studies using different attributes came up with the 

same result [19], [20]. However, NB outperformed SVM 

and RF in terms of the precision score. Despite the slight 

variance in the results of all classifiers, the overall result 

achieved by each was good. Generally, all the predictive 

models developed achieved high scores in all evaluation 

measures, which reflects their power to predict at-risk 

students in the early stages of their studies.

5.4. Comparing All Attributes with Pre-Admission Attributes 

 

Table 5: All attributes vs pre-admission attributes. 

Attributes Precision Recall F1-

score 

Accuracy 

All 

Attributes 

0.89 0.87 0.88 0.88 

Pre-

Admission 

0.77 0.71 0.74 0.74 

% chg 15.59 % 22.54 % 18.92 

% 

18.92 % 

 

Table 6 shows the comparison result of using DT to predict 

at-risk students using all the attributes (Gender, HSAAs, 

GAT, SAAT, CP, English, Math, and CSM) and using 

preadmission attributes (HSAAs, GAT, and SAAT). The 

result shows that using all attributes produced a better result. 

In fact, first semester marks (for English, Math, and CSM) 

improved the prediction results remarkably. 

Some researchers [20] have focused only on pre-admission 

scores (HSAAs, GAT, and SAAT) to predict students’ 

performance,  

 

Table 4: Common features of the at-risk students. 

1 IF (Math ≤6) AND (CSM ≤35) AND (Gender = Male) AND (HSAAs ≤90), Then student at-risk. 

2 IF (Math [ > 6 & ≤30]) AND (CSM ≤61) AND (Gender = Male), Then student at-risk. 

3 IF (CSM ≤56) AND (Math ≤59) AND (Gender = Male), Then student at-risk. 

4 IF (CSM ≤67) AND (Math ≤22) AND (English ≤80), Then student at-risk. 

5 IF (CSM ≤24) AND (Math ≤58) AND (English ≤73), Then student at-risk. 

6 IF (CSM ≤68) AND (Math ≤32), Then student at-risk. 

7 IF (CSM ≤68) AND (Math ≤56) AND (English ≤83), Then student at-risk. 
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Table 6: Most important attributes vs less important attributes. 

Attributes Precision Recall F1-

score 

Accuracy 

Most Important 

Attributes 

0.88 0.84 0.86 0.86 

Less Important 

Attributes 

0.84 0.76 0.80 0.81 

% chg 4.77 % 10.53 

% 

7.5 % 6.18 % 

applying different classifiers, such as DT, SVM, and NB. 

The results presented in Table 6 confirmed that predicting 

students’ performance using pre-admission scores alone 

gave acceptable results to some extent, but using additional 

attributes, such as first-semester marks, considerably 

improved the results of the classifier. In terms of precision, 

it improved the results significantly (by 15.59%) and in 

terms of recall, by 22.54%; and in terms F1-score and 

accuracy, it improved the results by 18.92%. 

Applying different feature selection techniques (see Table 

8) ranked the attributes according to their importance for 

predicting at-risk students. To understand the effect of the 

most important  

attribute compared with less important attributes, please see 

Table 7. The results showed that the performance of the 

classifier using the most important attributes was better than 

that performance using the less important attribute. 

5.5. Common Features of At-Risk Students 

To identify the common features of the at-risk students, DT 

generates a rule to classify them. The extracted rules 

provided a clear picture of the following features (Table 5) 

that all at-risk students have in common.  

It can be observed that all marks for the CSM course scored 

by at-risk students were less than 68 for all the extracted 

features. In the case of the Math course, all the students’ 

marks were below 59, meaning that they did not pass the 

course because their marks were below 60. Moreover, the 

marks scored by at-risk students for the English course were 

below 83. 

Since males constituted the largest portion of the at-risk 

students, they dominated in all extracted features, compared 

to females. As can be seen from all the extracted features of 

the at-risk students, the CSM and Math courses were present 

notably, emphasizing the importance of these two subjects 

for identifying at-risk students. By contrast, the other 

attributes did not play a prominent role. In conclusion, out 

of all extracted features of the at-risk students, the following 

was the inclusive and general feature: regardless of gender 

and HSAAs, if the CSM was ≤ 68, Math was ≤ 59, and 

English was ≤ 83, the student is possibly at-risk. 

Consequently, the institute needs to pay more attention to 

those subjects and to the students who got low marks in 

them. 

6. Conclusion 

The main goal of this study was to provide a framework to 

predict at-risk students, using the attributes that could help 

to achieve this goal. Specifically, two groups of attributes 

were used. The first one is pre-admission information, 

including HSAA, pre-admission exams, and gender. The 

second group comprises academic results for the first 

semester courses. The study has been conducted on the 

academic records of undergraduate students in the College 

of Computer Science. To predict the at-risk students, four 

classification techniques were applied: DT, RF, NB, and 

SVM. The results show that DT achieved 88% in terms of 

accuracy and F1-score, higher than the other classifiers. To 

select features, a technique like feature importance methods 

was used to rank the attributes according to their importance 

in predicting at-risk students. Moreover, Pearson’s product-

moment correlation coefficient was used to determine the 

correlation  

 between the independent variables (pre-admission information,  and first-semester courses) and the dependent 

Table 7: Importance score for each attribute 

Attributes 

method Math CSM English HSAAs Gender SAAT GAT CP 

FI 0.344287 0.260451 0.169005 0.088935 0.054436 0.042612 0.034718 0.005555 

RFE True [1] True [1] True [1] True [1] False [1] False [2] False [3] False [4] 
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variable (at-risk students). The results of both techniques 

indicate that first-semester courses play the most important 

role in predicting at-risk students. The results of this study 

demonstrate that students at risk can be predicted early using 

pre-admission and first-semester scores using DT. Further 

research could be conducted using more attributes from 

second-semester marks. 
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